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Chapter One

Introduction

1.1 Carotid Atherosclerosis

Cardiovascular diseases are among the leading causes of death worldwide [3]. Be-
tween them, cerebrovascular disease ranks as the third leading cause of death [67].
Inflammation in the arterial walls, leading to the formation of a plaque also known as
atherosclerosis is a common vascular disease [69]. This process frequently occurs in a
pair of vessels located in the neck called the carotid arteries which supply the brain
and muscles of the face with blood (see Figure 1.1). Atherosclerotic plaques in the
carotid arteries can rupture and may cause thrombus formation and embolization of
plaque content and/or thrombus into the distal intracranial vasculature resulting in
a stroke [18,38,90]. Therefore, preventing plaque rupture is essential.

Figure 1.1. Carotid artery and plaque formation. The common carotid artery splits
into two branches, the external and internal carotid arteries that provide blood to
the head. A plaque in the artery, here shown as a yellow mass, may reduce blood
flow through the lumen (central space in the artery through which blood flows) or
be a source of emboli which can travel to the brain and cause stroke. Image source:
http://chicago.medicine.uic.edu/cms/One.aspx?portalId=506244&pageId=2862343
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1.2 Carotid Artery Imaging

To assess the risk of plaque rupture, it is important to detect plaque and to accurately
quantify lumen narrowing, plaque volume, plaque morphology and plaque composition
[84]. In case of lower rupture risk, the patient can be treated with medication [26,
40], whereas in patients with higher risk a surgical procedure is generally advised
[71]. Currently, the treatment decision is primarily based on lumen narrowing, but
including more features could improve risk assessment.
Detection of plaque and quantification of the vessel and plaque properties is possible
using various imaging modalities. Different modalities supply complementary infor-
mation on the carotid artery wall and plaque therein [22, 39, 97]. Even though most
imaging modalities show the lumen and artery wall, each one emphasizes different
properties: angiography is especially useful to assess the stenosis severity; Computed
Tomography (CT) visualizes plaque calcifications well; Magnetic Resonance Imaging
(MRI) can be used for assessing intra-plaque hemorrhage, and necrotic cores; finally,
Ultrasound (US) shows ulcerations well. Figure 1.2 shows examples of carotid artery
images from the same patient using US and MRI.

1.3 Carotid Artery Image Processing

After visualizing the carotid artery, several image analysis techniques can be applied
for plaque detection and plaque and vessel quantification. The main techniques are
segmentation, registration, and centerline extraction. Segmentation consists of the
annotation of the contours, typically the contours of the lumen and outer wall, and
the different plaque components. Using the contours, volumes and morphology can be
derived. Image registration is the process to spatially transform an image, so at the
end the images of the carotid arteries are aligned and comparable. This allows side-
by-side comparison of images, which can be used to better inspect the carotid artery
and its components. Centerline extraction provides information about the location
and shape of the artery by marking its center points, which allows to measure several
shape features. Note that to obtain better results it is typically necessary to combine
these methods, so for instance to achieve better segmentations, a prior registrations
and centerline extraction may be required (see Chapters 2 and 3).

1.3.1 Thesis Overview

Applying all these image processing methods manually is a difficult and time con-
suming process, subject to inter and intra-observer variability [46]. Therefore, (semi-)
automatic techniques are highly desirable. This thesis aims to develop and evaluate
new (semi-)automatic methods for processing of carotid artery images. While the
methods presented in this thesis are only applied to US and MRI, they can be gener-
alized to other modalities such as CT. First, we propose new segmentations techniques
of the arterial wall in MRI and US (Chapters 2-4). Next, we present a registration
approach between MRI and US (Chapter 5). Subsequently, we present an approach
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(a) (b)

(c) (d)

Figure 1.2. Multimodal carotid artery imaging. A 3D reconstruction of an US
scan (a), and a MRI scan of the carotid artery of the same patient (b). The green
and red volumes represent the artery in both modalities. 2D slices intersecting the
arteries taken at similar position close to the bifurcation on both modalities are
shown in (c) and (d).

to detect the artery centerlines (Chapter 6). Finally, some of the developed methods
are applied in a population study to compare plaque calcifications derived from CT
and MRI (Chapter 7). Main findings are summarized and discussed in Chapter 8.

1.3.2 Segmentation (Chapters 2-4)

Segmentation of the arterial wall is important for assessing the presence and for the
proper analysis and severity of atherosclerotic plaques. In both MRI and US the
arterial wall can be visualized, with the special advantage that both modalities do
not involve any ionizing radiation, and US is a relatively low-cost modality.
(Semi-)automatic vessel segmentation methods for different vessel anatomies and dif-
ferent imaging modalities have been presented previously [60]. In most methods, the
vessel is modeled as a 3D surface. Image intensity and gradient magnitude are com-
monly used as image features. For optimization of the model, graph cuts, snakes, con-
tour evolution models and level sets are currently the most popular. For the specific
case of carotid artery segmentation, several automatic and semi-automatic methods
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have been proposed to segment the arterial wall in MRI [45, 53, 59, 94, 103, 110] and
US images [50, 63, 101]. However, still this is a challenging problem, as often errors
are present at the artery bifurcation or a high amount of user interaction is required.

In Chapter 2, we use a multi-surface graph cut segmentation method which allows the
integration of prior shape information [76] to segment the carotid artery inner and
outer wall in MRI. Graph cut optimizers have recently become very popular because
they can achieve a global optimum with low processing times. The integration of
shape information in the graph structure of the method contributes to improved
segmentation in high curvature areas such as the carotid bifurcation. Furthermore,
segmentation methods as [76], allow to simultaneously find both inner and outer wall,
permitting to integrate topology information in the method.

The method presented in Chapter 2 only uses edge information as segmentation fea-
ture, and due to the presence of noise and lack of contrast in the carotid MRI images,
some errors were obtained specially at the outer border of the artery wall. There-
fore, in Chapter 3 we extended this method by including more features apart from
edge information. In this new segmentation method several descriptive features of
the regions to segment are used to obtain regional probability maps, and the graph
cut optimizes the segmented regions that maximize the probabilities per region.

In Chapter 4 we applied a similar method as used in Chapter 2 to segment the inner
border of the artery in US, however we extended it using an iterative approach to
compensate for possible errors in the graph initialization.

1.3.3 MRI-US Registration (Chapter 5)

Registration is required for side-by-side visualization and analysis of different imaging
modalities. Registration between MRI and US is clinically relevant as some plaque
components are better differentiated in the different modalities. However, since US
and MRI have very different image appearance, registration of these images is a
challenging problem.

Registration is achieved by finding a transformation that minimizes a dissimilarity
metric between images. This dissimilarity measures the difference between image
features (image intensities, landmarks).

Most registrations approaches use image intensity dissimilarity metrics based on cor-
relation, mutual information, or gradients. However, due to the different image ap-
pearance of MRI and US, registration based on only image intensity dissimilarity may
result in errors [20].

MRI-US registration of the carotid artery has been addressed in previous works [20,24,
43,72,91]. However, generally the registration accuracy is not good or a high amount
of user interaction is needed. Furthermore, it was shown in [20] that the addition
of geometrical features such as the centerline as input for the registration is useful.
In Chapter 5, we therefore propose a novel automated method for registering US
and MRI images of the carotid artery. The method is an extension of [20] and adds
geometric information in the form of lumen segmentations to improve registration
performance, where the lumen is segmented in MRI and US applying the presented
methods in Chapters 2 and 4 respectively.
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1.3.4 Centerline Extraction (Chapter 6)

Extracting the artery centerline is important for analyzing vessel geometry [94]. Addi-
tionally, the segmentation and registration methods presented in Chapters 2-5 require
a vessel centerline as input. Large errors in extracted centerlines likely result in wrong
segmentations and/or registrations.
There are two main types of approaches to extract vessel centerlines using different
image modalities: global optimization methods based on minimum cost paths, and
local approaches [85]. Local methods include tracing the medial axis from inscribed
disks or spheres [4, 19], finding the centers of intensity ridge traversals [7, 10], and
finding maxima points using filters [41, 79].
Minimum cost paths methods have the advantage to be robust to image artifacts [94].
However, defining a proper cost especially at the bifurcation region of the artery
is difficult. This may cause methods to detect the centerline based on minimum
cost paths to fail. The carotid artery centerline is defined by the combination of
two minimum cost paths, from common to internal and from common to external.
In cases where errors in the cost images are present, a cooperatively approach to
detect both paths may result in better centerlines. In Chapter 6 we use this idea to
develop a new carotid artery centerline detection approach in MRI where both paths
are detected cooperatively. Here in the cost to extract each centerline, we integrate
a constraint section derived from geometrical and anatomical information from the
neighbor centerline, to avoid errors as intersections between centerlines.

1.3.5 Application in Population Studies (Chapter 7)

One of the main advantages of (semi-)automatic approaches is the ability to process
high volumes of data as they are e.g. obtained in population or clinical studies.
Several population studies included carotid artery images and also (semi-)automatic
processing techniques have been applied to those data in the past [87, 98,106].
In certain populations, a relevant topic is to use other imaging modalities than CT
to avoid radiation exposure. In the specific case of the carotid artery, plaque calcifi-
cations are commonly visualized in CT [22]. In Chapter 7, we compare the quantified
calcium volumes in CT and MRI to evaluate whether MRI can replace CT to detect
plaque calcifications. To do this, we use a semi-automatic method to register several
MRI sequences, which are further used to manually annotate the calcifications, and
computer their volumes. These volumes are compared to manually measured calcium
volumes in CT.





Chapter Two

Carotid Artery Wall Segmentation
in Multispectral MRI by Coupled

Optimal Surface Graph Cuts

Abstract — We present a new three-dimensional coupled optimal surface graph-
cut algorithm to segment the wall of the carotid artery bifurcation from Magnetic
Resonance (MR) images. The method combines the search for both inner and outer
borders into a single graph cut and uses cost functions that integrate information
from multiple sequences. Our approach requires manual localization of only three
seed points indicating the start and end points of the segmentation in the internal,
external, and common carotid artery. We performed a quantitative validation using
images of 57 carotid arteries. Dice overlap of 0.86 ± 0.06 for the complete vessel
and 0.89 ± 0.05 for the lumen compared to manual annotation were obtained. Re-
producibility tests were performed in 60 scans acquired with an interval of 15 ± 9
days, showing good agreement between baseline and follow-up segmentations with
intraclass correlations of 0.96 and 0.74 for the lumen and complete vessel volumes
respectively.

Based upon: Andrs M. Arias-Lorza, Jens Petersen, Arna van Engelen, Mariana Selwaness, Aad
van der Lugt, Wiro J. Niessen, and Marleen de Bruijne, ”Carotid Artery Wall Segmentation in
Multispectral MRI by Coupled Optimal Surface Graph Cuts”, published in IEEE Transactions on
Medical Imaging, 2015.
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2.1 Introduction

Atherosclerosis is one of the primary causes of death in the world [67]. Atherosclerotic
plaques in the carotid arteries may rupture causing thrombus formation and emboliza-
tion of plaque content and/or thrombus into the distal intracranial vessel resulting in
a stroke [90]. For risk assessment, detection of plaque and accurate quantification of
plaque volume is important.

Magnetic Resonance (MR) enables 3D imaging of the carotid artery vessel wall [1,93].
For a proper analysis of the vessel wall, segmentation of both vessel lumen and outer
vessel wall is required. Manual segmentation of the vessel walls in MR images is
a time consuming process and subject to inter-observer variability [46]. Therefore,
automatic techniques for segmenting the vessel wall are highly desirable.

Several automatic and semi-automatic methods have been proposed to segment
the artery wall in MR images [5, 45, 53, 59, 94, 103, 110]. The methods presented
in [53, 59, 94] are based on deformable models and can only segment the inner bor-
der. [5,45,103,110] are able to segment inner and outer artery walls. Van ’t Klooster
et al. [110] proposed a 3D deformable vessel model, in which a vessel is modeled us-
ing a cylindrical surface that can be modified by moving control points located on
the model surface. Good results were reported on Proton Density Weighted (PDw)
Black-Blood MRI (BBMRI) images. However, only the Common Carotid Artery
(CCA) and not the bifurcation region were segmented. This method also uses a local
optimization procedure with the lumen segmentation as initialization, which may get
stuck in a local optimum for instance in diseased vessels where the distance between
the inner and outer wall is large. Hameeteman et al. [45] extended this method with
a learning-based postprocessing step. In this approach, two separate cylindrical de-
formable surface models must be used to segment from CCA to the Internal Carotid
Artery (ICA), and from CCA to the External Carotid Artery (ECA), which may lead
to inaccuracies in the bifurcation area. Recently, Ukwatta et al. [103] proposed a glob-
ally optimal evolution approach for segmenting the carotid artery wall from BBMRI
images. They obtained good results segmenting the complete bifurcation region with
low processing times. This method requires the initial estimation of the intensity
probability density functions of the lumen, wall, and background using marks of the
three regions on a 2D transverse slice. Therefore, problems may arise at sections of
the artery that are different from the estimated probability density functions.

Graph-based methods have been used for segmenting various types of vessels on sev-
eral imaging modalities obtaining promising results [5, 11, 36, 66, 120]. Most common
are voxel-based graph cut methods which represent the voxels of an image as ver-
tices in a graph. Generally, in these approaches all vertices are connected to the sink
and source vertices, and only neighbor vertices are linked. This approach allows cuts
between neighboring voxels to segment foreground and background regions. A fully
automatic voxel-based graph method to segment the aortic arch and carotid artery
from CTA scans was proposed by Freiman et al. [36]. Bauer et al. [11] proposed
another voxel-based graph method to segment vessels, in which an energy function
that combines gradient magnitude information and the distance to an initialization
shape is minimized.

A second class of graph-based methods is the optimal surface methods [5, 61, 65, 76,
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120]. Here the graph vertices represent image positions, and these are arranged in
columns. Each of these columns intersects the sought surface, and the positions where
the columns intersect the surface discretely represent the segmentation solution. This
construction makes it possible to enforce topology constraints and to incorporate
an initialization volume in the graph structure. Often, the graph is defined based
on a coarse initial segmentation. Petersen et al. [76] proposed to generate the graph
columns from an initial segmentation surface using non-intersecting columns based on
flow lines and applied this to segment airways in CT images. These non-intersecting
columns avoid self-intersecting surface results, making it possible to segment high
curvature surfaces such as the bifurcation of airways or vessels. In a preliminary study
of the present work, we adapted this approach to segment the carotid artery wall on
individual MRI sequences [5]. However, if the image information of the individual
MRI sequences is combined and integrated into a surface graph, it may provide more
accurate border locations since different image sequences have better contrast either
at the inner or outer wall.
In this chapter, we present an extension of this previous work [5] which uses an optimal
surface graph to segment the complete carotid artery wall bifurcation on MRI images
using minimal user interaction. This method guarantees global minimization of a cost
function, ensuring smooth surfaces and topological constraints between surfaces. The
contributions of this chapter are as follows:

- New graph edge cost function that integrates information from several images.

- Initialization using an automated centerline extraction method as opposed to [5]
which requires a lumen segmentation.

- A much extended validation compared to [5]: 57 carotid arteries in contrast to
32, parameter optimization and evaluation by full data set evaluation using a
cross-validation approach in contrast to data set division, many more manually
annotated cross-sections (one for every 1mm centerline in contrast to 6 cross-
sections per artery at random positions).

- We present improved results compared to [5]. Additionally, we extended the
evaluation including inter-observer variability analysis, scan-rescan reproducibil-
ity test, and comparison with a state-of-the-art MRI artery wall segmentation
method [45] on a public database.

2.2 Method

2.2.1 Method overview

The main steps of the method are:

1. Obtain a 3D coarse segmentation of the lumen as initialization. This segmen-
tation is obtained by a dilation of an extracted artery centerline.

2. Based on the initialization construct the surface graph. The steps to construct
the graph are:
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(a) Obtain from the initialization the graph column trajectories.

(b) On the graph column trajectories assign the graph vertices.

(c) Assign graph edges between vertices with a respective cost. The cost for
edges between graph columns is given by a constant value, while the cost
of the edges in a column is a function of the image information.

3. Compute minimum graph cut. The segmented surface is located at the cut
locations.

Figure 2.1. Schematic of the segmentation method. At the top the used images
are shown, next are depicted the preprocessing steps. Finally, at the bottom the
segmentation is shown using the proposed method.

2.2.2 Initialization by centerline extraction

To build the graph we require a coarse initial segmentation. From this initial segmen-
tation the graph columns are constructed. The coarse initial segmentation is obtained
by computing the centerline of the vessel lumen using the semi-automatic centerline
extraction method proposed by Tang et al. [94]. In this method, the lumen centerline
is determined as the minimum cost path between user-defined seed points in the com-
mon x c, internal x i, and external x e carotid arteries. Two minimum cost paths are
computed, one between x c and x i (we denote the set of points that define this path
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by CCCi), and the other between x c and x e (CCCe). The cost is defined by a combination
of the inverse of medialness filtering [41] and inverse of lumen intensity similarity
metric [94] outputs. The minimum cost path is obtained by applying Dijkstra’s al-
gorithm. Subsequently, the centerline is refined by re-computing the minimum cost
path after multi-planar reformatting perpendicular to the centerline [94]. The two
obtained centerlines CCCi and CCCe are connected in order to have the centerline of the
complete artery: CCC = CCCi ∪CCCe. Finally, we obtain a 3D binary image representation
of the centerlines Ic: Z3 → {0, 1} by mapping the centerline set of image positions CCC
to a binary scalar space Ic.
A coarse approximation of the lumen Q : Z3 → {0, 1} is obtained by computing a
binary morphological dilation of Ic with a disk structuring element with radius R.

2.2.3 Optimal surface graph construction and optimization

Based on the coarse initial segmentation Q, we construct the graph G = (V,E) with
vertices V and edges E. The vertices are associated with positions in the image, and
represent potential border locations. As in [76], these are grouped by non-intersecting
graph columns, which guarantee non self-intersecting segmentations. The set of edges
E connects the vertices of the graph, and represents the association between vertices.
High-cost edges are expected to connect vertices of the same class. Low-cost edges are
expected between vertices from different classes. The segmentation solution is given
by the minimum graph cut, which represents the separation of the graph vertices in
two sets: source part Vs ⊆ V (foreground) and sink part Vt ⊆ V (background), such
that Vt = V \Vs. In our case we have two surfaces to segment, the inner and the outer
carotid artery wall, therefore coupling two graphs is necessary to find both borders
simultaneously. One graph is used to separate the vessel lumen from the wall and
background while the other graph is used to separate the lumen and wall from the
background. We represent the coupling of graphs by connecting vertices of the two
sub-graphs. This graph construction approach coupling several graphs is described
in detail in section 2.2.3.2. A minimal cut minimizes the total cost of the edges that
are being cut [52]:

min
vi∈Vs, vj∈Vt

∑
Cost(vi → vj),

s.t. s ∈ Vs, t ∈ Vt, Vt = V \Vs, (vi → vj) ∈ E,
(2.1)

where Cost(vi → vj) is the associated cost of the directed edge vi → vj between
the vertices vi and vj , and the vertices s and t denote the source and sink points of
the graph. This minimization is solved by applying a min-cut/max-flow optimization
algorithm [17].
The following three subsections explain in detail the graph construction approach.

2.2.3.1 Graph column trajectories

To construct the graph, first the graph columns have to be traced in the image. Each
graph column is composed of a set of vertices representing the possible image positions
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the surface can take. The graph column trajectories are traced from the surface voxels
of the coarse initial segmentation Q. This set of image locations at the starting surface
is represented by XQ = {x i,0| i ∈ {0, .., NQ}}, where NQ is the number of voxels on
the surface.

A requirement to guarantee segmented surfaces that do not self-intersect is that the
graph columns do not intersect each other [76]. Graph columns based on flow lines
as described in [76] have these characteristics. Here, the graph columns are traced
from x i,0, and follow the flow lines f i: R → R3 of the gradient vector field of a
Gaussian smoothing of the initial segmentation represented by Qσ: R3 → R, where
σ2 represents the variance of the Gaussian kernel. That is, the flow lines f i are
obtained by solving:

∂f i

∂t
(t) = ∇Qσ(f i(t)), (2.2)

with initial value given by f i(0) = x i,0. These flow lines vary in length depending on
the point where the gradient of the scalar field Qσ flattens. A schematic of a gradient
vector field of a smoothed segmentation Qσ is shown in Figure 2.2(a). A 2D sketch of
the flow lines traced along this gradient vector field, starting from the graph vertices
located at the initialization surface is depicted in Figure 2.2(b).

2.2.3.2 Graph construction

Graph vertices Solving Eq. 2.2 for all x i,0 ∈ XQ such that f i(0) = x i,0 leads to
all graph columns. Each individual flow line f i defines two graph columns: V Inner

i

and V Outer
i , whose vertices represent sets of possible positions for the inner and the

outer wall respectively.

Using the Runge-Kutta-Fehlberg method, the solution of f i(t) in Eq. 2.2 is approxi-
mated at regular intervals δ defining the positions of the graph vertices by:

x i,k = f i(kδ), (2.3)

where k ∈ Z, x i,k is the image position associated with the graph vertex vmi,k.
For each vertex vmi,k, m ∈ M and M = {Inner,Outer} represent the set of sur-
faces to find. The vertex vmi,k is part of the graph column V m

i , such that V m
i ={

vmi,k

∣∣∣ k = −Ii, Ii + 1, . . . , 0, . . . , Oi − 1, Oi

}
, where the vertices vmi,0 represent posi-

tions at the initial surface given by x i,0, and vmi,−Ii
and vmi,Oi

represent the innermost
and outermost vertices of column V m

i . Each vertex vmi,k describes a possible position
of wall m in column V m

i . An example depicting this graph column construction based
on flow lines is shown in Figure 2.2(c).

The complete set of vertices of the graph is represented by the set of all column
vertices and the vertices s and t. Unlike the vertices of a column V m

i , s and t do
not have an associated position in the image. Thus the complete set of vertices V is
defined by:
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(a) (b)

(c) (d) (e) (f)

Figure 2.2. Construction of graph columns based on flow lines. First, the coarse
initial segmentation is smoothed (gray colored tubular structure) and a gradient
vector field is computed, see (a). Subsequently, (b) shows the flow lines represented
by red lines which trace this gradient field both inwards and outwards from the
initialization surface vertices represented by dots. These flow lines represent the
graph columns trajectories. Two flow lines f 1(t) and f 2(t) indicated by the green
curves are selected. In (c), each of these two flow lines represent two graph columns:
inner (green dots) and outer (blue dots) wall columns. The graph column vertices
are indicated by the dots. Here, some of the vertices labels are shown. The intra-
column edges are depicted by arrows. The black dots s and t are the source and
sink vertices respectively, and the initialization surface is represented by the black
curve. Further, the smooth penalty edges are shown in (d) and the surface coupling
edges in (e). Finally, a graph cut example represented by a red curve is depicted in
(f).

V =

{⋃
i,m

V m
i

}
∪ {s, t},

s.t. i ∈ {0, .., NQ},M = {Inner,Outer} .

(2.4)

Graph edges The set of edges E connects the vertices of the graph, and represents
the association between vertices. The edge between the vertices vm1

i,k1
and vm2

j,k2
is

denoted by vm1

i,k1
−→ vm2

j,k2
with an associated cost of Cost(vm1

i,k1
→vm2

j,k2
).

The edge set E consists of intra-column edges Eintra and inter-column edges Einter

[5, 76].

- Intra-column edges: The intra-column edges Eintra connect two consecutive
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vertices vmi,k and vmi,k+1 in the same column by directed edges. The cost of edges
vmi,k→vmi,k+1 represents local image information associated with the border location,
and must satisfy the condition Cost(vmi,k→vmi,k+1) ≥ 0 [76]. To ensure the surfaces
cross each column only once, the edges vmi,k+1→vmi,k are assigned an infinite cost.

Finally, the source vertex s is connected to all innermost vertices in the graph by s
∞→

vmi,−Ii
, and all outermost vertices are connected to the sink vertex t by vmi,Oi

Cost(vmi,Oi
→t)

→
t. Note: Cost(vmi,Oi

→t) is equivalent to Cost(vmi,Oi
→vmi,Oi+1), where t represents the

nonexisting vertex vmi,Oi+1. A representation of the intra-column edges is shown in
Figure 2.2(c).
The intra-column edge cost in column V m

i should indicate the border location, and
therefore the minimum should be at the position of surface m. We achieve a low cost
Cost(vmi,k→vmi,k+1) at the image border, by letting the cost be inversely proportional

to the first order derivative of the image intensity ∂Ĩsq (fffi(t))
∂t along the graph column

trajectory fff i, where Ĩsq (fff i(t)) is a cubic interpolation of the MRI image sequence
sq: Isq : Z3 → R, at the position fff i(t). The MRI image intensity transitions from
low to high from the lumen to the vessel wall, and usually from high to low intensity

from the vessel wall to the background. Therefore only the positive part of ∂Ĩsq (fffi(t))
∂t

is considered for Cost(vInneri,k →vInneri,k+1 ), whereas for Cost(vOuter
i,k →vOuter

i,k+1 ) only the
negative part is considered.
Costs obtained from different spatially registered MR sequences are combined in a
weighted sum, with the weights for inner and outer surfaces tuned separately. This
approach may provide more accurate border locations since different image sequences
have better contrast either at the inner or outer wall. Therefore, we define the intra-
column cost by the equation:

Cost(vmi,k→vmi,k+1) =

Km −
∑
sq∈S

βm,sq

∣∣∣∣∣
∂Ĩsq (f i(kδ))

∂t

Sign(m)
∣∣∣∣∣ ,

(2.5)

with Sign(m) =

{
+ if m = Inner
− if m = Outer

, S represents the set of MRI image sequences,

and βm,sq ∈ [0, 1] is a weighting parameter that indicates the contribution of each
image sequence, such that

∑
sq∈S

βm,sq = 1. In Eq. 2.5, KInner and KOuter represent

respectively the most positive and most negative part of the weighted sum of the first
order derivatives in the entire graph, such that Cost(vmi,k→vmi,k+1) ≥ 0. The deriva-
tives in Eq. 2.5 are computed using central differences from the interpolated image
intensity values along the flowlines.

- Inter-column edges: The edges between columns Einter incorporate information
from different graph columns. Using these, the wall position can be determined in
graph columns in which the boundaries are not clearly visible. There are two types
of edges: smooth penalty edges, and surface coupling edges.
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Smooth penalty edges represented by vmi,k ←→ vmj,k between the neighboring columns
V m
i and V m

j , penalize irregularities, ensuring smooth segmentations. When the length
of two neighboring columns is different, the remaining vertices at the innermost part
of the column are connected to the source vertex s, and the remaining vertices at the
outermost part of the column are connected to the sink t [76]. As in [5], we linearly
penalize (Eq. 2.1) displacements of the graph cut between neighboring columns. To
do this, the cost of these edges is given by a constant value pm for each surface m:

vmi,k
pm

←→ vmj,k. A representation of the smooth penalty edges is shown in Figure 2.2(d).
Surface coupling edges are used to obtain topologically correct segmentations by con-
straining or penalizing the distance between the inner and outer walls. To ensure
that the outer surface is outside the inner surface with a minimum distance of ∆
vertices, we assign edges an infinite cost: vInneri,k

∞→ vOuter
i,k+∆; and to linearly penalize

the distance between the inner and outer wall, we assign the edges vInneri,k

q← vOuter
i,k

with a constant cost value q. A representation of the surface coupling edges is shown
in Figure 2.2(e).

2.3 Experiments and Results

2.3.1 Image Data

To validate the proposed method, we used MRI of the carotid bifurcation from 31
subjects with carotid artery plaques with at least one artery with a maximum wall
thickness ≥ 2.5mm measured in ultrasound from the Rotterdam study [105]. Five
arteries were excluded due to manual annotation errors. Therefore, 57 carotid arteries
were used to evaluate the proposed method. We used both PDw-BBMRI and Phase
Contrast MRI (PCMRI) images to compute the lumen centerline [94], which serves as
initialization to construct the graph. In addition, we used PDw Echo Planar Imaging
MRI (EPIMRI) and/or BBMRI images to compute the intra-column edge cost in Eq.
2.5. The acquisition time for each sequence is between ∼3min and ∼6min. EPIMRI
images clearly distinguish the carotid artery wall [5], while in BBMRI the artery
lumen is well defined [82]. In this study we compare segmentation results using
either one of the two images (EPIMRI or BBMRI), and the combination of those.
The BBMRI images have an in-plane voxel size of 0.507× 0.507mm and 0.9mm slice
thickness, while the PCMRI images have 0.703 × 0.703 × 1mm, and the EPIMRI
images 0.507× 0.507× 1.2mm (see Van den Bouwhuijsen et al. [105] for details of the
acquisition protocol).

2.3.2 Manual annotations

To evaluate and to optimize the parameters of the presented method, we used manual
annotations in all BBMRI images. We used a similar manual annotation framework
as described for CTA images in [46]. Here, the manual annotation process starts with
a manual definition of the centerline. Subsequently, longitudinal contours along this
centerline were drawn in a curved planar reformatted image for both the inner and
outer border. These longitudinal contours were then used to create cross-sectional con-
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tour images at 1mm intervals perpendicular to the centerline. Subsequently, all cross-
sectional images were checked and contours were adjusted when needed. The resulting
cross-sectional contour images were re-sampled at a resolution of 0.05 × 0.05mm, so
ten times higher than the in-plane original image resolution, which permits validating
the proposed method at a higher accuracy. Since the length of the automatic and
manual centerlines may differ, cross-sections for which the automatic centerline is not
defined are discarded from the evaluation.

For cases where it is not possible to evaluate the cross-sectional contours (Subsection
2.3.4 and 2.3.8), we compared 3D masks for the lumen and the complete vessel. These
3D masks were obtained by generating a 3D implicit function from the cross-sectional
contours, which subsequently is filled to create the 3D masks [99]. The 3D masks of
the lumen are obtained from the inner wall contours and the complete vessel 3D mask
from the outer wall contours.

2.3.3 Preprocessing

The BBMRI and EPIMRI images suffer from intensity inhomogeneity within the neck
area [45]. This was corrected using N4 bias field correction [100], which is one of the
most popular methods to correct intensity nonuniformity in MRI data. We used the
default parameters of the method on the complete image as described in [100].

To compute the lumen centerline for initialization we followed the same procedure
as in [94]. First we registered PCMRI to BBMRI using 3D rigid transformation
followed by a 3D affine transformation, with mutual information as similarity metric.
Subsequently, three seed points were manually placed by an expert in the BBMRI
images and the centerlines were computed using a cost obtained from BBMRI and
PCMRI images as described in section 2.2.2.

The graph initializations were obtained by dilating the resulting centerlines using a
disk structuring element with radius R of 2.5mm. The value of R was selected based
on the average radius of the carotid artery which is between 2.3mm and 3.05mm
depending on gender and section of the artery [56].

Subsequently, all EPI images were non-rigidly registered to the BBMRI data. We
used the registration configuration presented in [111]. Here, a circular registration
mask of 10mm diameter which covers the complete vessel was required. We obtained
this by dilating the centerlines using a disk structuring element with a radius of 5mm.
As suggested in [111], we used a 3D B-spline transformation with 15mm grid spacing,
and mutual information as similarity metric.

Finally, we normalized the image intensities by a linear intensity normalization. For
each image Isq with sq ∈ {BBMRI,EPIMRI}, we computed the intensity values
that accumulate 5%: I

sq
5%, and 95%: I

sq
95% of the intensities distribution inside the

same 10mm-diameter circular mask. Subsequently, these intensity values were scaled

between 0 and 255 to obtain the normalized image I
sq
N by: I

sq
N (x) = 255

Isq (x)−I
sq
5%

I
sq
95%

−I
sq
5%

.

These images are used to compute the intra-column cost defined in Eq. 2.5. A
schematic of the preprocessing including the segmentation is shown in Figure 2.1.
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2.3.4 Inter-observer variability

We compared manual annotations performed by two different experts with similar ex-
perience to assess inter-observer agreement. ICA and CCA were manually annotated
by both observers in a subset of 28 carotid arteries. However, the generated cross-
sectional contours for the two observers are at different positions due to differences in
the manually annotated centerlines. Therefore, comparing the manually annotated
cross-sections was not possible, and instead we generated 3D masks for the lumen
and the complete vessel based on the cross-sectional contours of the inner and outer
wall. To compare the 3D masks, we axially cropped the volumes such that the masks
of both observers were defined on the same axial image slices in the cropped volume.
We measured the volume overlap between observers by computing the Dice Similarity
Coefficient (DSC) [31]. The obtained average DSC between observers was 0.81± 0.04
for the lumen and 0.91± 0.04 for the complete vessel. Figure 2.3 shows scatter plots
describing the correlation of lumen and vessel wall (complete vessel segmentation mi-
nus lumen segmentation) volumes between the two observers. The obtained Intraclass
Correlation Coefficient (ICC) for the lumen volumes was ICC = 0.82, and for the
wall ICC = 0.63. We performed Friedman analysis, which is a non-parametric sta-
tistical test that allows comparing > 2 results at the same time. We found that the
volumes from both observers were significantly different for the lumen and for the
wall (p < 0.01) .

(a) (b)

Figure 2.3. Scatter plots comparing observer 1 and observer 2 for segmented lumen
volumes (a), and wall volumes (complete vessel minus lumen segmentation) (b), for
28 carotid arteries.

2.3.5 Parameter Tuning

Three-fold cross-validation experiments were performed in which the best set of pa-
rameters were determined on 20-21 images and subsequently used to segment the held
out 10-11 images. This cross-validation allows evaluating the method on the complete
data set, and the results represent performance on unseen data acquired with a sim-
ilar scan protocol. To approximate the best set of parameters, we used an iterative
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random binary search algorithm [76] to find the parameter set that maximizes the
average vessel wall DSC between the automatically and manually segmented cross-
sections from observer 1. Based on our previous work [5], we fixed the sampling
interval of the flow lines δ described in section 2.2.3.2 to 0.35mm. The minimum dis-
tance between inner and outer borders in the graph ∆ is fixed to two vertices: ∆ = 2,
which represents a distance of 0.7mm (the minimum carotid wall thickness is about
0.8mm [89]). The parameters to optimize are then: the σ of the Gaussian kernel
used to smooth the initial segmentation defined in section 2.2.3.1; the smoothness
penalties pInner, pOuter, the inner-outer border separation penalty q defined in sec-
tion 2.2.3.2; and the weighting parameters in Eq. 2.4: βInner,BBMRI , βOuter,BBMRI ,
βInner,EPIMRI , and βOuter,EPIMRI . Since βInner,EPIMRI = 1 − βInner,BBMRI and
βOuter,EPIMRI = 1− βOuter,BBMRI , we only need to optimize two weighting param-
eters: βInner,BBMRI and βOuter,BBMRI .

The average of the resulting best set of parameters for the three folds using each image
sequence and combination are shown in Table 2.1. In general, low parameter variation
was observed, however, higher variations were observed in the parameters of the com-
bination method. In BBMRI, a high variation was observed in pInner. We observed
that the best wall separation penalty q is zero in all cases. This indicates that it is
preferred not to penalize the distance between borders to allow segmentations of thick
vessel walls in the presence of plaque. When combining several image sequences, the
contribution of the BBMRI image information was larger than EPIMRI for detecting
both the inner and outer wall. As EPIMRI is registered to BBMRI, small alignment
errors may occur causing the lower contribution of EPIMRI image information. How-
ever, EPIMRI contributed more to detecting the outer wall, which could be explained
by the high outer border contrast in the EPIMRI images. We observed higher values
for pOuter than for pInner. As in our MR images the inner border contrast is better
than the outer border contrast, more smoothing of the segmentation is required for
the outer border, while for the inner border it is possible to rely more on the local
derivative information.

Table 2.1. Determined best set of parameters using each image sequence and the
combination. These were obtained applying a three-fold cross-validation and an
iterative random binary search algorithm [76]. Remark: the values are the means
obtained from the three folds, and between brackets the range is shown.

Image Sequence Best set of Parameters
σ(mm) pInner pOuter q βInner,BBMRI βOuter,BBMRI

BBMRI 2.25 [2 2.5] 66.3 [43.8 103.9] 573.3 [529.5 625] 0 1 1
EPIMRI 1.7 [1.5 2] 189.6 [127.7 257.8] 548.6 [412.9 700] 0 0 0
BBMRI & EPIMRI 1.63 [0.9 2] 107.81 [92.5 121.87] 387.47 [98.7 550] 0 0.91 [0.75 1] 0.58 [0 0.93]

2.3.6 Comparison with manual annotations

Based on the best set of parameters determined in two of the folds, we applied the
proposed segmentation method in the held out folds. Figure 2.4 shows cross-sectional
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segmentation results using the proposed method combining BBMRI and EPIMRI.
Further, Figure 2.5 shows a 3D mask obtained from the manual annotations and the
corresponding 3D segmentation result.

Table 2.2 shows the mean DSC between the automatic and manually annotated cross-
sections from observer 1 for inner DSCInner and outer vessel borders DSCOuter for
the 57 carotid arteries. Additionally, the signed and absolute wall thickness differences
(manual minus automatic) are shown in the table. To measure the wall thickness in
the automatic and manual segmentations, we measured the mean distance between
the inner border and the outer border over all points for each segmented cross-section.
The distance for each point is measured along a ray from the centerline position and is
given by the length of the segment stretching from inner border to outer border. We
performed Friedman analysis and subsequently a post-hoc analysis based on Tukey-
Kramer testing for multiple comparisons to determine which of the differences were
significant. The highest average DSC for the inner border was obtained by combining
BBMRI and EPIMRI image sequences, and this was significantly higher (p = 0.01)
than for using only EPIMRI, but not significantly higher than for using only BBMRI.
For the outer border the highest DSC was obtained using BBMRI only, which was
significantly higher than using EPIMRI alone (p = 0.04). Thus, for both inner and
outer wall segmentation no significant differences were observed between using both
sequences and using only BBMRI. The mean wall thickness differences for the three
options were very close, and no significant differences were observed. In all three cases
a slight over-segmentation of the wall with respect to manual annotations of less than
the voxel size was observed.

To evaluate how the method performs in the presence of disease represented as a
wall thickening; we evaluated the inner and outer DSC of all manual and automatic
cross-sections as a function of the wall thickness. The wall thickness per cross-section
was measured as the 90% percentile distance between inner border points to the outer
border (we do not use the maximum wall thickness as this is more sensitive to noise
in the measures). The DSC for increasing wall thickness is shown in Figure 2.6. From
the figure we see that similar results were obtained for BBMRI and the combination of
BBMRI and EPIMRI. For these two options the results are very robust to thickening
of the wall, both for the inner and outer wall. In the remainder of this section, all
results reported are for the method combining BBMRI and EPIMRI images.

Table 2.2. DSC overlap for inner border (DSCInner) and outer border
(DSCOuter), and Signed and absolute Wall Thickness Differences (SWTD, AWTD)
between the automatic and manual annotated cross-sections for each image sequence
combination († shows that those results were significantly different to EPIMRI).

BBMRI EPIMRI BBMRI & EPIMRI

DSCInner 0.88± 0.06 0.88± 0.03 0.89± 0.05†

DSCOuter 0.86± 0.06† 0.85± 0.05 0.85± 0.06
SWTD (mm) −0.15± 0.3 −0.19± 0.4 −0.22± 0.4
AWTD (mm) 0.26± 0.2 0.34± 0.3 0.37± 0.2
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Figure 2.4. Cross-sectional segmentation results using the proposed method com-
bining BBMRI and EPIMRI image sequences. The BBMRI images are shown in the
first column, and the EPIMRI image in the second column. The automatic segmen-
tations are depicted by green (inner wall) and blue (outer wall) contours in the third
column. The manual annotations are shown by the yellow surface (lumen) and the
red surface (vessel wall) in the fourth column, with automatic segmentation results
overlaid. The blue areas are excluded from evaluation, as the manual annotation
described only part of the cross-section in the bifurcations.

Figure 2.5. Obtained 3D manual annotation (left) and automatic segmentation
result (right) for the same carotid artery. The transparent green layer depicts the
outer vessel border. The colors in the inner wall represent the wall thickness (mm).
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(a) DSCInner

(b) DSCOuter

Figure 2.6. DSC as a function of maximum wall thickness for each image sequence
and their combination, for all cross-sections. The wall thickness is represented by
the 90% percentile thickness in the manually segmented cross-section. Finally, poly-
nomial curves that fit the points for each of the sequence combinations are shown
in the figures.

Scatter plots of the volumes for automated segmentations against the manual annota-
tions from observer 1, as measured in the upsampled cross-sectional slices, are given
in Figure 2.7 for lumen and vessel wall. We found an excellent correlation ICC = 0.99
between lumen volumes and a good correlation ICC = 0.72 between wall volumes.

Finally, we compared the results of the proposed method to the manual segmentations
from the second observer. As the second observer segmented only ICA and CCA,
the ECA sections of the segmentations by the proposed method and by observer 1
were excluded. Using the manual ECA segmentations of observer 1, we created the
exclusion area by creating a 3D mask of this manually annotated ECA section, and
applied an axial dilation with a disk structuring element of 3mm radius to guarantee
the exclusion of the automatically segmented ECA. Subsequently, we cropped the
segmented volumes such that all segmentations were defined in all axial slices. Finally,
we computed DSC outside the excluded area. The results for the subset of 28 carotid
arteries that were manually annotated by both observers are described in Table 2.3.
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(a) (b)

Figure 2.7. Scatter plots comparing manual and the automatic segmented lumen
volumes (a), and wall volumes (complete vessel-lumen segmentation) (b) using the
proposed segmentation method combining BBMRI and EPIMRI image sequences.

The overlap of the automatic lumen segmentations and the segmentations of observer
1, was significantly higher (p < 0.001) than the overlap between observer 1 and
observer 2, and the overlap between observer 2 and the automatic segmentations.
For the outer border, the overlap between observer 1 and observer 2 was significantly
higher than the overlap between observer 1 and the automatic segmentation, and
between observer 2 and the automatic segmentation. From the SWTD results, we
observed an over-segmentation of the wall with respect to observer 1 and an under-
segmentation with respect to observer 2. Based on the AWTD, agreement of wall
thickness measures was better between the automated approach and both observers
than between observers.

Table 2.3. Agreement between the automatic method, observer 1 (Obs. 1) and
observer 2 (Obs. 2). 1, 2 and 3 indicate that the obtained result is significantly better
than the corresponding results in row 1, 2 or 3, respectively. For the automatic
segmentations, we combined BBMRI and EPIMRI. The ECA has been excluded for
this analysis, so values are different from Table 2.2.

DSCInner DSCOuter SWTD (mm) AWTD (mm)

Obs. 1 Vs. Obs. 2 0.81± 0.04 0.91± 0.042,3 −0.62± 0.25 0.62± 0.25

Obs. 1 Vs. Auto 0.88± 0.061,3 0.83± 0.06 −0.27± 0.43 0.41± 0.241

Obs. 2 Vs. Auto 0.78± 0.04 0.84± 0.08 0.34± 0.4 0.39± 0.41

2.3.7 Reproducibility analysis

Scan-rescan reproducibility was assessed on 30 patients who were imaged twice within
a short time interval (15 ± 9 days). Significant changes in carotid anatomy were
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therefore not expected, and lumen and wall volume must be similar. The proposed
method, combining BBMRI and EPIMRI images using the average set of parameters
as described in Table 2.2, was applied to the baseline and follow-up images of 60
carotid arteries. All segmented volumes were cropped from 13.5mm below up to 9mm
above a manually allocated carotid bifurcation point in order to compare similar
regions on baseline and follow-up. Scatter plots describing the correlations for lumen
and vessel wall volumes between baseline and follow-up are shown in Figures 2.8(a)
and 2.8(b). The obtained intraclass correlation for the lumen volumes is ICC = 0.96,
and for the wall ICC = 0.74. The mean absolute wall volume difference between
scan-rescan was 23%± 23%. Figures 2.8(c) and 2.8(d) show an example of a baseline
and follow-up segmentation pair.

(a) (b)

(c) (d)

Figure 2.8. Comparison of baseline and short-term follow-up segmentations. (a)
and (b) depict scatter plots comparing baseline and follow-up segmented lumen
volumes (a), and wall volumes (b). The scatter plots show the results for 60 carotid
arteries. In (c) a segmented baseline is shown, and (d) shows the corresponding
segmented follow-up.

2.3.8 Comparison with Other methods

Finally, we compared the proposed method to another carotid artery wall segmen-
tation method in MRI on a public data set. Hameeteman et al. [45] proposed a
cylindrical deformable surface model with a learning-based postprocessing step to
segment the carotid artery wall in MRI. We choose this method because these results
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were made publicly available at http://ergocar.bigr.nl. In addition, to date their re-
ported results are among the best for carotid artery wall segmentation in MRI. As
only ICA and CCA were segmented using the method presented in [45] the segmented
ECA sections were excluded from our resulting segmentations as described in section
2.3.6. Subsequently, we cropped the segmented volumes 25mm centered at the bi-
furcation point as described in [45]. Fourteen subjects were used for the evaluation.
From the 28 carotid arteries, one was discarded due to manual annotation errors and
four others because we observed big displacements on the ECA sections between au-
tomatic and manual segmentations and it was not possible to exclude the ECA using
the method described in section 2.3.6. Table 2.4 shows the DSC on the manually
annotated volumes from observer 1 for inner and outer border using both methods
in 23 arteries. For the inner border, the presented method was significantly better
(p < 0.01), while for the outer border it was not significantly different (p = 0.06). In
addition, Table 2.4 shows the SWTD and AWTD (manual-automatic) for both meth-
ods, here we observed lower SWTD and significantly lower AWTD using the method
proposed by Hameeteman et al. [45] (p < 0.01).

Table 2.4. Comparison of the proposed method to the method proposed by
Hameeteman et al. [45] using DSC for inner (DSCInner) and outer border
(DSCOuter) between automatic results and 3D manual annotations, and signed and
absolute wall thickness differences (SWTD, AWTD) between automatic and manual
annotated cross-sections († shows that those results were significantly better than
the other method).

Hameeteman et al. [45] Proposed Method

DSCInner 0.87± 0.09 0.91± 0.04†

DSCOuter 0.88± 0.08 0.86± 0.05
SWTD (mm) −0.02± 0.24 −0.14± 0.54
AWTD (mm) 0.20± 0.15† 0.46± 0.30

2.4 Discussion

In this chapter, we presented a new 3D method for carotid artery wall segmentation
in MRI. This finds a globally optimal solution based on a cost function and jointly
segments the complete lumen and outer wall including the bifurcation section. The
method requires an initialization to build the graph. However, as the graph col-
umn trajectories extend both inwards and outwards from this initialization, a coarse
approximation of the lumen is sufficient.
We evaluated the quality of the automatic segmentations by cross-validation and
comparison with manual segmentations performed by two experts. We also evalu-
ated the method using several image combinations (BBMRI, EPIMRI, and BBMRI
& EPIMRI). Based on the cross-validation, we did not observe big DSC variances us-
ing different parameter settings as shown in Table 2.2. This means that the methods
are able to generalize to unseen data acquired with a similar scan protocol. However,
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to apply the method to data acquired with a different scan protocol, the method
parameters need to be re-tuned, as is the case for most segmentation approaches.
The results for all combinations were good, with lumen overlap DSCInner > 0.88
and complete vessel overlap DSCOuter > 0.85, and absolute wall thickness differ-
ences AWTD < 0.37mm, less than the in-plane voxel size. Segmentations based on
EPIMRI had the lowest accuracy. This can be partly explained by the fact that the
manual annotations were performed in BBMRI. Therefore possible misregistrations
of EPIMRI to BBMRI are measured as segmentation errors in EPIMRI, and in cases
where low image contrast or artefacts in BBMRI lead to a certain annotation, this is
more likely to be reproduced by an automatic segmentation using BBMRI than by
one using EPIMRI. Similar results with no significant differences were observed be-
tween BBMRI and the combination of BBMRI and EPIMRI. This similarity was also
observed in the relation with wall thickness, where both methods had similar good
performances in healthy and diseased sections of the artery. We conclude that the
proposed edge cost function that can integrate information from several images will
give better or similar results than using only one image. In cases where the available
images only have good contrast in one of the borders to segment, such combined cost
function can be beneficial. However, as BBMRI itself has a good inner and a fair
outer wall contrast, combining BBMRI with EPIMRI did not make a difference in
our experiments.

The segmentation errors we obtained for the artery lumen are comparable to the
inter-observer variation. As can be seen in Figure 2.3(a), Observer 2 showed a strong,
consistent undersegmentation of the lumen with respect to Observer 1, which resulted
in a relatively low agreement of this observer with both the automated method and
Observer 1. This underlines the importance of objective measurements, such as those
obtained automatically in this chapter, in the analysis of carotid MR images. For
the outer border, the overlap with the manual annotations of both observers was
significantly lower than between observers. This lower accuracy at the outer border
was also visible in the reproducibility study in the scatter plots in Figure 2.8(b) where
the variation in wall volume measured in repeated scans is larger than the variation in
lumen volume. Even though the correlation for the wall volumes is lower, we believe
the proposed method presents a good reproducibility for lumen and wall volumes,
as these correlations were higher compared to the inter-observer volume correlations.
This is an important result: if we can measure similar volumes for the scan-rescan
images, we should be able to do volume tracking for longitudinal analysis in clinical
intervals. One possible reason for the lower performance at the outer border could
be that the outer border contrast is often lower. The proposed cost function based
on intensity image derivatives may therefore fail. In such cases, a cost function that
integrates more features in addition to image intensity derivatives might give a better
representation of the location of the outer border.

We compared the proposed method to the method presented in [45], which is an
improved version of [110]. In [45], they reported statistically better results than
those obtained using van t Klooster et al. [110] (DSCInner = 0.83 and outer bor-
der DSCOuter = 0.85). In this chapter, the comparisons were performed on CCA
and ICA only, because the method presented in [45] cannot segment the complete
bifurcation. We obtained better DSCInner and the method presented in [45] resulted
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in lower wall thickness differences. Despite the similarity of the results, we consider
our method relevant for this application as it can segment the complete bifurcation,
which is medically relevant using a single graph cut segmentation. On the other hand,
methods such as [45], which search a single tubular shape, could be used to segment
the entire bifurcation by segmenting the individual vessel segments separately and
joining the resulting segmentations. However, this may result in errors in the bifur-
cation region where the model of a single tube shape is not appropriate. Methods to
segment only the lumen such as [94] reported a DSCInner = 0.89, which is similar to
the reported DSCInner for the proposed method. Further, Ukwatta et al. [103] re-
ported an average inner border DSCInner > 0.85 and outer border DSCOuter > 0.87
using similar images. These results are comparable to the results obtained by our
method, however, results cannot be compared directly as the data used for valida-
tion is different. Advantages of the proposed method are that it requires less user
interaction than the method presented by Ukwatta et al. [103] therefore it is easier to
fully automate using automated seed point detection or lumen detection methods as
in [64], and that it can segment the complete bifurcation in one global optimization
in contrast to Hameeteman et al. [45] and van t Klooster et al. [110].
Because of the good quality inner border segmentations, the presented method can
be used in clinical practice for lumen stenosis detection, or to analyze abnormalities
in the carotid artery geometry. Additionally, the method can be used to analyze
the vessel wall in large population studies. For wall analysis in clinical practice, an
interactive approach that would allow more accurate quantitative wall measurements
may be desirable.

2.5 Conclusion

To conclude, we have presented an optimal surface graph-based method for segment-
ing the complete carotid artery wall, which requires minimal user interaction and can
combine information from several images. The method shows good agreement with
manual segmentations. In contrast to previous approaches, our method jointly opti-
mizes both surfaces: inner and outer border, finds a globally optimal solution, and
can reliably segment the bifurcation section which is the most clinically relevant area
to assess.



Chapter Three

Maximization of Regional
probabilities using Graphs:

Application to Carotid Artery
Segmentation in MRI

Abstract — We present a segmentation method that maximizes regional prob-
abilities enclosed by coupled surfaces using an Optimal Surface Graph (OSG) cut
approach. This OSG cut determines the globally optimal solution given a graph
constructed around an initial surface. We applied this to automatically segment
the vessel wall of the carotid artery in magnetic resonance images. First, voxel-wise
regional probability maps were obtained using a Support Vector Machine classifier
trained on local image features. While most methods for vessel wall segmentation
only use edge information, we show that maximizing regional probabilities using an
OSG improves the segmentation results. The method was evaluated on 49 carotid ar-
teries from 30 subjects. The proposed method shows good accuracy with a Dice wall
overlap of 74.1% ± 4.3%, and significantly outperforms another published method
using only edge information, the obtained segmentations using voxel-wise classifi-
cation alone, and another published artery wall segmentation method based on a
deformable surface model. Intra-class correlations (ICC) with manually measured
lumen and wall volumes were similar to those obtained between observers. Finally,
we show a good reproducibility of the method with ICC = 0.86 between the volumes
measured in scans repeated within a short time interval.

Based upon: Andrs M. Arias-Lorza, Arna van Engelen, Jens Petersen, Aad van der Lugt, and
Marleen de Bruijne, ”Maximization of Regional probabilities using Graphs: Application to Carotid
Artery Segmentation in MRI”, submitted.
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3.1 Introduction

Multi-region coupled surface segmentation is an important topic as several applica-
tions are represented by coupled surfaces, such as vessel wall segmentation, intra-
retinal layers detection, and pulmonary airway wall segmentation. In the specific
case of the carotid artery vessel wall, its segmentation is required to make a proper
analysis of potential presence and severity of atherosclerotic plaques. Such analysis is
important as plaques may rupture resulting in a stroke [90]. Wall segmentation of the
carotid artery is possible in MRI, however, manual segmentation is time consuming
and subject to inter-observer variability [46].

Several methods to automatically segment the carotid artery vessel wall in MRI have
been proposed in the literature [6,45,103,110]. In most of these methods, the segmen-
tation is obtained by performing a minimization of a cost function which generally
integrates features and geometric vascular models and incorporates smoothness and
topological constraints in the segmentation solution. However, lack of proper fea-
tures, erroneous models, and an inaccurate cost function or optimizer may lead to
segmentation errors. All these methods use a limited set of features: image intensity
derivatives [6, 45, 110], or intensity Probability Density Function (PDF) [103]. How-
ever, these features are not sufficient to describe the artery wall adequately in all
possible cases. Further, optimizers such as the one used by [110] and [45] may get
stuck at a local minimum of the cost function. Therefore, a more descriptive set of
features and an optimizer that guarantees a global optimum of a cost function based
on those features would be desirable.

Promising results have been obtained using graph-based optimicization methods in
different applications [6,11,36,76,120]. Graph-based methods allow to obtain a global
minimization of a cost function with low processing times [17]. This cost function is
represented in the graph, and the minimization is performed by a graph-cut approach.
However, formulating meaningful cost functions represented by the graph can be a
challenging problem.

A class of graph-based segmentation methods commonly called Optimal Surface
Graph (OSG) is especially interesting. Here the graph is built based on an ini-
tial shape, allowing an easy integration of prior shape information in the cost func-
tion [118]. Previously in Chapter 2, we presented a method to segment the carotid
artery vessel wall in MRI using an OSG model [6]. The cost function used edge fea-
tures, based on directional image derivatives, over the inner and outer vessel wall,
integrating smoothness and topology constraints. Generally good results were ob-
served, however, segmentation errors may arise as the carotid vessel wall in MRI can
have low contrast with the background and/or show high intensity variation, espe-
cially in plaque regions, as depicted in figure 3.1(a). In such cases the edges are not
clearly visible and are therefore more difficult to detect using image derivatives as
shown in figures 3.1(b) (inner border) and 3.1(c) (outer border). In these cases, edge
information is not sufficient to obtain good segmentation results, and incorporating
information from the regions bounded by the sought surfaces may help to obtain bet-
ter segmentation. To do this, the segmentation problem has to be reformulated to
identify the different bounded regions, instead of finding the surfaces.

Multi-region segmentation methods combining global optimization techniques with
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(a) (b) (c)

Figure 3.1. Example of an MRI image of the carotid artery (a) and the local edge
information features based on directional image derivatives for the inner vessel wall
border (b) and the outer border (c) as described in Chapter 2. Manual annotations
for inner and outer border are represented by the red and blue contours respectively.

regional information have been used before [30, 44, 103, 119]. Ukwatta et al. [103]
introduced a global optimization contour evolution method based on matching inten-
sity PDFs of the carotid artery wall in MRI. A convex relaxation of a cost based on
this PDFs is minimized using a continuous max-flow model. This is an interesting
approach as it can optimize the cost without a graph, thus avoiding metrication er-
rors. However, as this approach requires an initial estimation of the PDFs, errors may
arise in case of inaccuracies in this estimation. Better results may be obtained if more
regional features are used besides intensity, and if an explicit shape prior is integrated
in the model. The use of graph models together with regional information has be-
come popular in image segmentation. For instance, Delong and Boykov [30] proposed
a voxel-wise graph model which incorporates the spatial distribution of colors within
an object to segment multiple enclosed region structures. In contrast, OSG which
opposed to voxel-wise graph models are built based on an initial shape. This may be
beneficial to segment structures with complex geometry. Wu et al. [119] and Haeker
et al. [44] used a similar global OSG model [61]. The OSG model presented in [61]
unfold the image using an initialization, transforming the problem to a terrain-like
surface segmentation. However, this unfolding process is not clear for more complex
shapes such as a bifurcating artery and may lead to errors in regions with high curva-
ture. In these cases, OSG models such as [6, 76] which construct the graph based on
smooth flow lines are more suitable. In [61] the optimization problem is formulated
such that they find a closed set of vertices with the minimum cost, by transforming
the graph G into a new graph Gst. Wu et al. [119] used this graph model to mini-
mize the intraclass intensity variance, while Haeker et al. [44] used it to maximize the
regional probabilities within a region.

In this chapter we adapted the coupled OSG model presented in Chapter 2 to per-
form multi-region segmentation by incorporating regional information in the graph
to improve the overall segmentation results. We apply this method to segment the
carotid artery wall in MRI. We follow a similar approach to incorporate the regional
information as in [44]. The regional information is included in the graph as edge
costs, and this cost is defined such that after the graph cut, the enclosed sum of re-
gional probabilities is maximized considering smoothness and topological constraints.
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However, we cannot directly apply the edge cost presented by [44] to get the desired
maximization, as these graph models [61] are different to the OSG graph structure
model we use [52]. While they search for the minimum-cost closed set of vertices in
a graph G by transforming G to a graph Gst as mentioned above, we do not apply
this transformation and we specify the problem directly in terms of minimum cost
surfaces. Therefore, we reformulated the cost function defined in [44] that could be
applied in a graph model as [52]. We represent the regional information as Regional
Probability Maps (RPMs) obtained using a support vector machine classifier. These
RPMs allow incorporation of a large number of image features, which results in a
better representation of the regions and more robust segmentation results.

3.2 Method

3.2.1 Optimal Surface Graph Method

OSG methods as proposed by [118] allow optimal multiple surface segmentation so-
lutions incorporating topology constraints and shape prior information. In the OSG
methods the optimization is defined as the minimization of a cost function repre-
sented as the sum of graph edge costs, and the minimization is computed using a
minimum cut algorithm. The graph G = (V,E) is composed of vertices V and edges
E. V is composed of the vertices associated with positions in the image, and the
vertices s and t which denote the source and sink points of the graph. The edges
E connect the vertices of the graph, and represent the association between vertices.
Therefore, to obtain meaningful segmentations, costly edges are expected to con-
nect vertices from the same region, whereas low-cost edges are expected to connect
vertices from different regions. The segmentation solution is defined by the mini-
mum cut that separates the graph in two parts: source part Vs ⊆ V and sink part
Vt ⊆ V , such that Vt = V \Vs, s ∈ Vs, t ∈ Vt. Given the edge cost ω : E → R, the
minimum cut minimizes the total cost of the edges that are being cut represented
by min(vi∈Vs, vj∈Vt)

∑
ω(vi → vj) [52]. For multiple surface segmentation, all sur-

faces are segmented simultaneously using a single minimum cut. Each surface is thus
represented by a subgraph and the individual surface subgraphs are coupled using
surface coupling edges between vertices of each subgraph. This coupling also allows
to incorporate topological constraints in the segmentation solution [6, 76].

We follow a similar graph construction approach as presented in Chapter 2 to segment
the carotid artery wall on MRI. In Chapter 2, the graph is constructed starting from a
coarse initial segmentation of the innermost surface, and the vertices are grouped by
smooth non-intersecting graph columns tracing inwards and outwards from this initial
segmentation. Non-intersecting graph columns are guaranteed if these are defined on
the trajectory of flow lines of the Gaussian smoothed initial segmentation. Given the
flow lines fff i: Z → R3 where i ∈ {1, ..., N} with N the number of voxels on the initial
segmentation surface, the graph vertex vmi,k ∈ V is associated with the image position
fff i(k) and a possible position of surface m ∈ {1, ...,M}, where M is the maximum
number of coupled surfaces to segment. The graph columns are defined by the set of
vertices V m

i = {vmi,k|k ⊂ Z, Ii, Oi ∈ Z, k = −Ii,−Ii + 1, . . . , Oi − 1 , Oi} where the
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uniform separation distance between vertices is given by δ = ‖fff i(k+1)−fff i(k)‖. Here
vmi,−Ii

and vmi,Oi
represent the innermost and outermost vertices of column V m

i . Several
edges are defined in the graph [6]: 1) the edges vmi,k→vmi,k+1 in the same graph column
indicate the relation between inside and outside of surface m such that ω(vmi,k→vmi,k+1)
should be a minimum at the position of the surface; 2) the smoothing penalty edges

between neighboring graph columns given by vmi,k
pm

←→ vmj,k; 3) topological constraint

edges in the same graph columns vmi,k+1
∞→ vmi,k; and finally the graph coupling edges

vmi,k
∞→ vm+1

i,k+∆ to guarantee that surface m+ 1 is outside surface m with a minimum
distance of ∆ vertices in between; 4) finally, the source vertex s is connected to all
innermost vertices, and the sink vertex t to all outermost vertices.

In Chapter 2, to get a minimum of ω(vmi,k→vmi,k+1) at the position of surface m, the
method favors positions with high image gradient, such that ω is inversely proportional
to the positive or negative part of the first order derivative of the image intensity I :
R3 → R along the graph column trajectory fff i. This is defined by: ω(vmi,k→vmi,k+1) ∝
|(∂I(fffi(k))

∂k ){+,−}|−1, where I(fff i(k)) is the image intensity at the position fff i(k). An
example of these edge cost mapped in the image space are depicted in Figure 3.1.

3.2.2 Regional Information and OSG

Ideally, the cost functions as described in Chapter 2 would yield low costs at the
surface positions. However, in the carotid vessel wall in MRI, the plaque sections
and surrounding structures of the vessel are highly variable in intensities, which leads
to poor contrast at the border or may even cause other structures to have stronger
edges and therefore lower costs than the true vessel borders, as shown in Figure
3.1. Although cost errors in individual graph columns may be corrected thanks to the
smoothing penalty edges and the coupling edges during the global graph minimization,
inaccuracies in the final segmentation may still arise.

In these cases where the vessel border is not clearly visible in the image, edge informa-
tion is not sufficient to get good segmentation results, and better segmentations are
expected by using regional information that integrates several features. Let the prob-
ability that an image position belongs to region Rm be defined by PRm

: R3 → [0, 1].
The segmentation problem can be defined as the separation of regions that maximizes
the total sum of regional probabilities. Following [44], R =

⋃
m=0,..M Rm is the region

to segment, where R0, . . . , Rm are enclosed by the surface m+1, and there is no over-
lap between regions, so Ra ∩Rb = ø for a �= b and a, b ∈ {0, ...,M}, then the optimal
segmentation solution is represented by the separation of the regions R0, . . . , RM that
maximizes the total sum of regional probabilities, that is:

argmax
R0,...,RM

(
M∑

m=0

( ∑
xxx∈Rm

PRm(xxx)

))
. (3.1)

As in [44], Eq. 3.1 is modified to get a separate expression for each of the enclosed
regions so this can be solved using a graph cut. As the sum of all probabilities in R
is a constant:

∑
xxx∈R PRm

(xxx) = Constant, and the set of regions that maximizes Eq.
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3.1 is not changed by adding constant values, Eq. 3.1 is reformulated as:

argmax
R0,...,RM

(
M∑

m=0

( ∑
xxx∈Rm

PRm
(xxx)

)
+

M−1∑
m=1

(∑
xxx∈R

PRm
(xxx)

))
. (3.2)

After expanding and reorganizing Eq. 3.2, we obtain:

argmax
R0,...,RM




M−1∑
m=0


 ∑

xxx∈{R0,..,Rm}

PRm(xxx) +
∑

xxx∈{Rm+1,..,RM}

PRm+1(xxx)




 . (3.3)

Eq. 3.3 defines a maximization based on a sum for each of the enclosed regions in the
surfaces. We have to reformulate this equation so it can be solved using a minimum
cut in our graph structure. As R can also be represented by the union of the vertex
positions in the graph columns, we have that R =

⋃
i=1,..N fff i. Therefore, replacing

each position xxx ∈ R by the position in the graph column fff i, we can further expand
Eq. 3.3 to:

argmax
R0,...,RM




M−1∑
m=0

N∑
i=1




∑

fff i(k1) ∈ R0, .., Rm

k1 ∈ −Ii, . . . , Oi

PRm(fff i(k1)) +
∑

fff i(k2) ∈ Rm+1, .., RM

k2 ∈ −Ii, . . . , Oi

PRm+1(fff i(k2))







.

(3.4)

As the graph columns progressively cross each region from R0 to RM , for each graph
column there is a vertex position fff i(ki,m) given ki,m ∈ {−Ii,−Ii + 1, . . . , Oi − 1, Oi}
located at the outer surface of Rm that satisfies that all vertices in the column
below and including it are inside the enclosed regions by this surface, that is:
{fff i(−Ii), fff i(−Ii + 1), ..., fff i(ki,m)} ∈ {R0, .., Rm} and {fff i(ki,m + 1), ..., fff i(Oi)} ∈
{Rm+1, .., RM}. Finally, we transform Eq. 3.4 from maximization into a minimization
that can be solved by computing a minimum graph cut, by introducing the arbitrary
constant K. Therefore, we can reformulate Eq. 3.4 to search for these vertex positions
instead of the regions:

argmin
ki,m




M−1∑
m=0

N∑
i=1


K −




ki,m∑
k1=−Ii

PRm
(fff i(k1)) +

Oi∑
k2=ki,m+1

PRm+1
(fff i(k2))






 ,

(3.5)

Eq. 3.5 can now be solved using a minimum cut. Given that each graph column is
cut only once, we can define ω(vmi,k→vmi,k+1) as:

ω(vmi,k→vmi,k+1) = K −

(
k∑

n=−Ii

PRm
(fff i(n)) +

Oi∑
l=k+1

PRm+1
(fff i(l))

)
. (3.6)

Therefore obtaining a minimum cut using the edge costs defined by Eq. 3.6 guarantees
an optimal separation of the regions as defined in Eq. 3.1.
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3.2.3 Regional Probability Maps

We represent the regional information as a regional probability map (RPM). Accu-
rate RPMs that make use of a large set of image features can be obtained using
voxel classification methods. To compute the RPMs, we used a Support Vector Ma-
chine (SVM) with a radial basis function kernel. This is a relatively flexible classifier
that has proven to be successful in many applications. We performed multi-class
classification by combining one-vs-one classifiers. To obtain the RPMs, first pair-
wise class probabilities are obtained based on the distance to the one-vs-one decision
boundary [23]. Subsequently, the pairwise probabilities are combined (as in [117])
to obtain the regional probabilities. Finally, these are normalized to sum to one:∑M

t=0 PRt(xxx) = 1.

3.3 Experiments and Results

We applied the presented coupled OSG approach that maximizes the enclosed regional
probabilities to segment the carotid artery bifurcation wall in MRI. We compared the
segmentations using the presented method to the segmentations obtained using only
edge information as in Chapter 2, and to the solution by voxelwise SVM classification
inside a Region Of Interest (ROI).

3.3.1 Image Data and preprocessing

We used MRI of the carotid bifurcation from subjects with diseased arteries (stenosis
between 30%-50%) from the Rotterdam study [105]. The method was evaluated on
49 carotid arteries from 30 subjects. From the 60 available arteries, we had to discard
11: four because of manual annotation errors, one was not annotated, and finally six
were discarded because of errors in the centerline extraction causing the initialization
to be outside the artery. Only for the comparison of the methods experiments we
decided to discard the cases with wrong initialization as we wanted to focus on the
segmentation part of the methods.
Several MRI sequences were acquired: Proton Density Weighted (PD) Black-Blood
MRI (BB), PD Echo Planar Imaging MRI (EPI), 3D T1-weighted gradient echo MRI
(T1), T2-weighted EPI MRI (T2), and Phase Contrast MRI (PC). The image reso-
lutions are (in-plane voxel size × Slice thickness): 0.507 × 0.507 × 0.9mm for BB,
0.703×0.703×1mm for PC, 0.507×0.507×1.2mm for EPI, 0.703×0.703×0.5mm for
T1, and 0.507× 0.507× 1.2mm for T2. Each sequence provides different information
to describe the three regions to segment: lumen, wall, and background. Whereas the
PD sequences (BB and EPI) are more commonly used to depict the vessel wall, PC
is good to visualize the lumen, and T1 and T2 provide more information on plaque
composition in case of disease [105].
The coarse initial segmentation of the innermost surface required to initialize the OSG
method was obtained by applying a morphological dilation (using a disk structuring
element with radius of 2.5mm) to the vessel lumen centerline, which was obtained
by a semi-automatic centerline extraction method using both BB and PC based on
minimum shortest cost path presented by [94]. This method requires three marked
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seed points per artery. Here PC is rigidly registered to BB, and therefore the initial
segmentation is in BB coordinates, resulting in an OSG also in the same coordinate
system.
To all image sequences a N4 bias field correction using the default set of parameters
[100] was applied. Subsequently, the four other sequences were non-rigidly registered
to BB using the registration configuration presented in [111]. Subsequently, we applied
a linear intensity normalization to the images such that the 5% intensity percentile
I5% and 95% intensity percentile I95% were scaled between constant values Ī5% and
Ī95%. Ī5% and Ī95% were chosen such that the highest intensity resolution was achieved
while preventing data overflow or underflow. Finally, the images were cropped 22.5
mm below and 6.3 mm above the bifurcation point of the carotid artery. A smaller
region was used if the marked seed points were defined under this range.
Manually segmented volumes for all 49 arteries were obtained from annotated contours
by an expert on the BB images using a similar segmentation framework as described
in [46]. These manual volumes were used to optimize the parameters and evaluate
the methods in cross-validation experiments.

3.3.2 Experiments

We performed a three-fold cross-validation to train the SVM classifier and to optimize
the parameters of the OSG methods. Three folds consisting of 10-11 subjects each
were used, where three sets consisting of two folds represented the training sets.
Then, we trained the methods on each of these three sets and evaluated on the third
held out fold. We compared the following methods: OSG method + BB regional
probabilities (OSG-BB), OSG method + BB & EPI regional probabilities (OSG-
BBEPI), OSG method + All images regional probabilities (OSG-ALL), OSG using
only edge information from BB as in Chapter 2 (OSG-Edge), Voxel classification
using BB (SVM-BB), Voxel classification using from BB & EPI (SVM-BBEPI), Voxel
classification using using all sequences (SVM-ALL).
As BB has been reported to be the best sequence to detect the artery wall [105],
we chose to use it on its own in OSG-BB, SVM-BB and OSG-Edge. Additionally,
as we previously reported that BB and EPI combined gives better or similar results
than using only BB [6], we also evaluate those two combined in OSG-BBEPI and
SVM-BBEPI. Finally, we used all sequences in OSG-ALL and SVM-ALL to evaluate
the combined contribution of all the available sequences.
The training consisted of two steps: firstly we optimized the SVM parameters to
obtain the RPMs on each training set, and secondly we optimized the parameters of
the OSG methods using these RPMs.

3.3.3 Feature set

To compute the RPMs, we extracted features from all five image sequences. As
described above, RPMs were computed using three sets of features: from BB alone,
from BB and EPI, and from all image sequences. We extracted a set of 16 image
features per image (so 80 in total for all 5 images), and 3 spatial features: 1) The
image intensity; 2-4) Smoothed image intensities using a 3D Gaussian kernel at three
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different scales: 1, 2 and 3 times the in-plane voxel size (0.507 mm); 5-10) The 1st
order Gaussian directional derivatives at the same three scales, in radially outward
direction from the two obtained artery centerlines; 11-16) The 2nd order Gaussian
directional derivatives at the same three scales, in radially outward direction from the
two centerlines separately; 17,18) The in-plane Euclidean distance to both centerlines
separately; 19) The slice position along the centerline with respect to the bifurcation
(negative proximal to the bifurcation and positive distal to the bifurcation).
In each individual experiment the features were normalized by scaling each feature in
the training set to zero mean and unit standard deviation. The same transformation
(X-mean(Ftrain)) / std(Ftrain), with X the feature value in the testset and Ftrain
the set of feature values in the trainset) was then applied to this experiment’s test
data.

3.3.4 SVM classification

Subsequently, an SVM classifier was trained on the feature vectors of the training set
and applied to obtain RPMs in the test images. We used the LIB-SVM toolbox [23]
to perform the SVM classification. An example of images and the obtained RPMs
are shown in Figure 3.2.
To train the SVM classifier we sampled training data from all arteries in the train
set. For each artery we randomly selected the same number of samples for each of
the three regions using the manually segmented volumes: 5% of all voxels from the
smallest region (lumen or wall depending on the vessel), and the same number of
voxels randomly taken from the other two regions. Background samples were taken
from a region within six voxels around the outer wall border.
In our parameter optimization experiments we varied the slack parameter C of
the SVM between {0.001, 0.01, ..., 1000}, and the SVM kernel radius γ between
{0.0001, 0.001, ..., 100}.
To optimize these parameters we calculated the classification accuracy for each combi-
nation of C and γ for each patient using leave-one-patient-out cross-validation within
the training set. Per training set the C and γ yielding the highest average accuracy
were selected shown in Table 3.1, and an SVM classifier trained on the full training
set using the selected C and γ was applied to generate RPMs for the images in the
test fold.
Additionally, RPMs for the training images were generated using the selected C and
γ in a leave-one-patient-out fashion within the training set. These RPMs were used
to tune the OSG parameters as described in Section 3.3.5.

3.3.5 Graph Parameter Optimization

Using the obtained RPMs in the training images, the parameters to optimize in the
graph methods are: the standard deviation σ to smooth the initial segmentation;
the sampling interval δ, the smoothing penalization constants p1 and p2, and the
minimum vertex distance between borders ∆. As in Chapter 2, δ was fixed to 0.35
mm to generate a higher resolution graph than the original images. As the min-
imum carotid wall thickness is about 0.8mm [89], we fixed ∆ = 2 vertices, which
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IMAGES BB BB+EPI ALL

BB PR0
PR0

PR0

EPI PR1
PR1

PR1

T1 PR2
PR2

PR2

T2 OSG-BB OSG-BBEPI OSG-ALL5

PC SVM-BB SVM-BBEPI SVM-ALL5

Figure 3.2. Image sequences, RPMs and automatic segmentation examples. First
column: image sequences after N4 bias field correction, registration, and intensity
normalization. Second column: RPMs of lumen, wall, and background respectively,
and the wall automatic segmentations using only BB. Third column: RPMs and
segmentations using BB and EPI. Fourth column: RPMs and segmentations using
all image sequences. The manually annotated inner borders are represented by
red, and the outer borders by green contours. The automatic segmented walls are
represented in blue.

represents a distance of 0.7mm between vertices. We performed a grid search to
find the optimal values which optimize the mean Dice Similarity Coefficient (DSC)
of the segmented wall compared to the manually segmented volumes on each train-
ing fold. For the OSG using the RPMs, we searched for p1 between {0, 100, ..., 500},
p2 between {0, 100, ..., 1000}, and σ between {1, 1.1, ..., 1.5}, while for OSG-Edge we
searched for p1 between {0, 100, ..., 2000}, p2 between {0, 100, ..., 2000}, and σ between
{0.8, 0.9, ..., 1.2}. The obtained optimal parameters for each method in each training
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fold are shown in table 3.1. In most cases, a similar set of parameters was obtained in
all three folds for the different methods. This reflects the robustness of the methods
using different data sets.

Table 3.1. Optimal parameters for each segmentation method on each training
fold.

Method Train Fold C γ p1 p2 σ

OSG-BB
1 100 0.01 100 400 1.2
2 100 0.01 100 500 1.1
3 100 0.01 300 600 1.2

OSG-BBEPI
1 10 0.01 0 500 1.2
2 10 0.01 0 400 1.1
3 10 0.01 100 400 1.2

OSG-ALL
1 1 0.01 200 200 1.2
2 100 0.001 200 200 1.0
3 1 0.01 100 500 1.2

OSG-Edge
1 – – 900 700 0.9
2 – – 800 700 0.9
3 – – 900 700 0.9

3.3.6 Methods Comparison Results

Using the optimal parameters determined in the training sets, we applied the segmen-
tation method in the held out subjects for testing.
An example of the image sequences, regional probabilities, and cross-sectional segmen-
tation results is shown for one vessel cross-section in Figure 3.2. Additional segmen-
tation results are shown in Figure 3.3. Better wall segmentations using the presented
method that combines the OSG and the regional probabilities are observed. The seg-
mentations using the SVM classifier look more irregular and may include neighboring
structures in the segmentation. However, when including more image features, the
regional probabilities and the SVM-based segmentations improve. The segmentation
using OSG-Edge tends to find the stronger edge, which may not be the artery edge
and leads to clear errors in examples 1, 3 and 4 in Figure 3.3. Further, examples 2-6
show a plaque, where the presented method using the RPMs with the OSG obtains
fairly good segmentations, indicating that the method performs well in presence of
artery disease.
We computed the artery wall, lumen, and complete vessel DSCs for all the 49 arteries
using the presented methods. For the segmentations using the SVM only, a ROI of
1.57cm radius around the computed centerline was used. This radius was selected
because it was the minimum necessary to cover all manually annotated arteries. The
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Figure 3.3. Examples of segmentation results (for the SVM methods only results
inside the ROI are shown). The manually annotated inner borders are represented
by red, and the outer borders by green contours. The automatic segmented walls
are represented by blue surfaces overlaying the BB image.

DSCs for the different methods are shown in Table 3.2. We performed Friedman
analysis with a post-hoc analysis based on Tukey-Kramer testing for multiple com-
parisons to determine significant differences based on the statistical test (also shown
in Table 3.2). The presented methods that maximize the regional probabilities using
the OSG are significantly better than the segmentations based on the classifier alone
and OSG-Edge (p < 0.05). For the SVM segmentations when increasing the number
of features (more image sequences) higher average DSC was obtained. The method
OSG-Edge performed better than the SVM segmentations.

3.3.7 Performance Evaluation of the Method

We performed additional tests to check the performance of the presented methods
OSG-BB, OSG-BBEPI, and OSG-ALL. We compared these methods with manual seg-
mentations from a second observer, we compared the methods with another method
proposed in the literature, and finally we tested the scan-rescan reproducibility of the
methods. The following experiments include the six discarded cases with centerline
errors, where the graph parameters and classifier set up to segment these six cases
were obtained by training the methods on the 49 arteries data set (see Section 3.3.7.3).
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Table 3.2. DSC performance for all methods using a data set of 49 arteries, com-
pared with manual annotations from Obs. 1. Values in the same row with the same
colors are not significantly different. The orange values are not significantly different
from the green and yellow values, and the purple values are not significantly differ-
ent from the yellow values. All other color changes indicate significant differences
(p < 0.05).

OSG-BB OSG-BBEPI OSG-ALL SVM-BB SVM-BBEPI SVM-ALL OSG-Edge

Wall DSC 74.1%± 4.3% 73.7%± 5.7% 73.9%± 5.9% 60.9%± 6.0% 61.4%± 8.3% 65.6%± 9.1% 67.5%± 6.7%

Lumen DSC 88.3%± 3.5% 88.6%± 3.1% 88.7%± 3.8% 87.6%± 4.0% 87.2%± 5.0% 86.6%± 6.0% 91.9%± 2.6%

Complete DSC 92.7%± 1.8% 92.6%± 2.2% 92.5%± 2.7% 81.7%± 5.6% 81.9%± 7.1% 83.6%± 7.4% 87.4%± 4.0%

3.3.7.1 Comparison with a second observer

First, we compared the methods segmentation results to the manual segmentations
from a second observer which were available in a subset of 27 arteries from 15 sub-
jects. Segmented volumes were cropped as in the previous section. Not the complete
bifurcation was evaluated as the second observer only segmented one of the branches.
DSCs for wall, lumen, and complete vessel are listed in Table 3.3. In 5 out of 6
comparisons, the wall overlap between the automatic method and the observer was
significantly better than the overlap between the two observers. Additionally, scatter
plots showing the wall volume correlation between OSG-BB and manual volumes are
depicted in Figure 3.4(a). High correlations between wall volumes are observed.

Table 3.3. DSC performance comparison between OSG-BB, OSG-BBEPI, OSG-
ALL and the manually segmented volumes from two observers in a subset of 27
arteries for which two manual annotations are available. Values in the row with
the same colors are not significantly different (p > 0.05) (purple values are not
significantly different to blue and black values).

OSG-BB Vs. Obs. 1 OSG-BBEPI Vs. Obs. 1 OSG-ALL Vs. Obs. 1 OSG-BB Vs. Obs. 2 OSG-BBEPI Vs. Obs. 2 OSG-ALL Vs. Obs. 2 Obs. 1 Vs. Obs. 2

Wall DSC 73.8%± 6.7% 73.4%± 6.6% 74.7%± 4.8% 70.7%± 8.7% 69.9%± 9.2% 71.1%± 8.8% 65.1%± 8.9%

Lumen DSC 88.5%± 4.8% 89.3%± 3.5% 89.5%± 3.2% 85.9%± 5.7% 85.9%± 4.9% 86.6%± 5.0% 81.9%± 5.1%

Complete DSC 93.2%± 2.7% 93.3%± 2.2% 93.5%± 1.9% 88.9%± 3.7% 89.3%± 3.6% 89.1%± 3.9% 90.3%± 3.2%

3.3.7.2 Comparison with [45]

Additionally, we compared the presented methods to the best method presented
by [45], which is a method based on a cylindrical deformable surface model with
a learning-based postprocessing. We used the publicly available dataset of [45] for
this comparison, which consists of 41 arteries from 22 subjects which are a subset of
the data presented in the rest of this chapter. As the method proposed by [45] cannot
segment the complete bifurcation, only the common and internal carotid arteries were
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(a) (b)

(c)

Figure 3.4. Scatter plots (Vol. 2 Vs. Vol. 1) between: (a) the automatic and
the two observer segmentations in a subset of 27 arteries for which two manual
annotations are available, (b) OSG-BB, OSG-BBEPI, OSG-ALL and the method
presented by [45] and the manual segmentations using a subset of 41 arteries, and
(c) follow-up wall volumes vs. Baseline wall volumes using a scan-rescan data set of
71 arteries, for the method OSG-BB trained on a complete data set of 49 arteries
and its 3 training folds (see Section 3.3.2)

evaluated. DSCs values for the different methods are shown in Table 3.4. Significantly
better results (p > 0.05) were obtained using the presented method for OSG-ALL. A
scatter plot showing the wall volume correlations is depicted in Figure 3.4(b). Here,
similar intra-class correlations were obtained.

3.3.7.3 Reproducibility analysis:

Scan-rescan reproducibility was assessed on a different set of 71 arteries from 36
patients (one artery was discarded because the seed points were placed wrongly)
who were imaged twice within a short time interval (15 ± 9 days), so significant
wall volume changes are not expected. For these experiments, we retrained and
optimized the SVM and graph parameters for OSG-BB, OSG-BBEPI, OSG-ALL
using the full set of 49 manually segmented arteries. The resulting optimal parameters
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Table 3.4. DSC performance comparison between OSG-BB, OSG-BBEPI, OSG-
ALL and the method presented by [45] with respected to the manual segmented
volumes from observer 1 using a subset of 41 arteries. Values in the row with
the same colors are not significantly different (p > 0.05) (purple values are not
significantly different to blue and black values).

OSG-BB OSG-BBEPI OSG-ALL [45]

Wall DSC 74.1%± 6.3% 73.7%± 6.6% 74.1%± 6.2% 67.0%± 13.4%

Lumen DSC 88.8%± 4.4% 89.0%± 3.5% 89.1%± 4.1% 86.6%± 7.7%

Complete DSC 92.8%± 2.7% 93.0%± 2.4% 92.9%± 2.9% 89.3%± 6.8%

were: for OSG-BB: C=100, γ = 0.01, p1 = 100, p2 = 500, σ = 1.2; for OSG-BBEPI:
C=10, γ = 0.01, p1 = 0, p2 = 500, σ = 1.2; and for OSG-ALL: C=1, γ = 0.01,
p1 = 200, p2 = 400, σ = 1.2. Additionally, to evaluate the effect of changes in the
training data, we also used the trained SVM and optimized parameters from each
of the three training folds (see Table 3.1). Using these settings, we segmented all
71 arteries. All segmented volumes were cropped from 18mm below up to 2.7mm
above a manually indicated carotid bifurcation point in order to compare similar
regions between baseline and follow-up. Scatter plot showing the correlations between
vessel wall volumes at baseline and follow-up using the optimal parameters for each
training set of OSG-BB is shown in Figure 3.4(c). Similar intra-class correlations are
shown using each set of parameters indicating good robustness of the method. Higher
correlations were obtained using OSG-BB, with absolute volume differences (for the
methods trained on the complete set) of 12% ± 21% for OSG-BB, 14% ± 24% for
OSG-BBEPI, and 14%± 24% for OSG-ALL.

3.4 Discussion

In this chapter, we proposed a new segmentation method for coupled surfaces that
maximizes the regional probabilities within each segmented region using a coupled
OSG method. This method was applied to segment the carotid artery wall in MRI.
This method is especially useful for this application as the used graph structure allows
the segmentation of high curvature surfaces at the carotid bifurcation. Similar meth-
ods for multi-region coupled surfaces segmentation as the one presented in [44] are
suitable to segment terrain-like and cylindrical surfaces. However, they are difficult
to implement on high curvature surfaces as the carotid artery. Other segmentation
methods that use regional information which are not based on OSG models [30, 103]
do not introduce an initialization shape prior in their model, which in our specific
application proved to be useful. In addition, our regional information based on SVM
classifier using as many features as desired showed very robust results for this applica-
tion, while in the other methods only a limited set of regional features is considered.
We argue that our method is suitable for any coupled multi-surface segmentation
problem for which it is possible to obtain a coarse initial segmentation of any of the
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surfaces to segment.

Our results showed that an OSG approach combined with classifier-based regional
probabilities improved segmentations over both an OSG method using only edge in-
formation as presented in Chapter 2, and a pure voxel classification-based method
inside a ROI. Our explanation for this is that the method that only uses edge in-
formation tends to find the stronger edge in the image which may not be the artery
edge, and that the classifier alone does not have any geometrical constraints which
leads to more irregular surfaces and leakage into other structures that resemble the
arterial wall.

Additionally, we showed that combining information from multiple image sequences
does not have a big impact in the presented application. Although better voxel-wise
segmentation results were obtained when including more image sequences, inaccura-
cies in the RPMs are easily corrected using OSG.

The OSG method is not very sensitive to changes in the model parameters, as similar
performances were obtained with different parameters in the reproducibility results.
However, if different data will be used (for instance images from a different scanner
or using a different MRI protocol), re-training the SVM classifiers is likely to be
necessary. On a different application OSG parameters naturally require retraining as
well.

Using the proposed method we obtained higher wall DSC results compared to two dif-
ferent observers. Reproducibility experiments showed good correlations between scan
and re-scan segmented volumes. This correlation is similar to between observers,
which shows that the method is highly reproducible even between scan sessions. The
observed scan and re-scan segmented volume differences are significantly lower than
what has been reported in clinical time intervals (59% volume change in 18.9 months
interval, see [86]), which suggest that this method can be reliably applied in longitu-
dinal studies. We expect this method could be used in more diseased patients, as we
observed fairly good segmentations in the diseased sections.

Although we obtained good overlap with manual segmentations, the obtained surfaces
were not always smooth, as during the training of the method, we were aiming to get
the highest wall overlapping without considering the smoothness of the segmented
surfaces. A parameter training also targeting smoother results could help to get more
visually appealing segmentations.

Lastly, we compared with a previously presented method for carotid wall segmenta-
tion [45], which already performed better than another previously published method
[110]. We obtained similar wall volume correlations, and better and more robust DSC
overlaps. Additionally, our method is more suitable for segmenting the bifurcation,
since it incorporates this geometry into the method, while in [45] it is necessary to
combine two tubular segmentations. There are other methods to segment the artery
wall, e.g. [103], which presented average lumen DSCs above 86% and complete vessel
DSCs above 87%. These results are similar to the presented results by our method,
however it is difficult to compare with these as the data is different. Additionally our
method requires less user interaction compared to [103].
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3.5 Conclusion

In conclusion, we formulated a novel cost function to maximize regional probabili-
ties using the coupled OSG model presented in [76]. With our proposed method the
maximum sum of enclosed class-conditional probabilities in each region is achieved
while ensuring smooth surfaces and topologically correct segmentations. We applied
this method to segment the carotid artery wall in MRI. The method outperformed a
voxel-wise segmentation approach using the regional probability maps only, as well as
an OSG segmentation using only edge information, and a recently published method.
Obtained automatic segmentation results were of similar quality as manual segmen-
tations by experienced observers and showed good scan-rescan reproducibility.





Chapter Four

Carotid artery lumen segmentation
on 3D free-hand ultrasound images

using surface graph cuts

Abstract — We present a new approach for automated segmentation of the carotid
lumen bifurcation from 3D free-hand ultrasound using a 3D surface graph cut
method. The method requires only the manual selection of single seed points in
the internal, external, and common carotid arteries. Subsequently, the centerline
between these points is automatically traced, and the optimal lumen surface is found
around the centerline using graph cuts. To refine the result, the latter process was
iterated. The method was tested on twelve carotid arteries from six subjects includ-
ing three patients with a moderate carotid artery stenosis. Our method successfully
segmented the lumen in all cases. We obtained an average dice overlap with respect
to a manual segmentation of 84% for healthy volunteers. For the patient data, we
obtained a dice overlap of 66.7%.

Based upon: Andrs M. Arias-Lorza, Diego D.B. Carvalho, Jens Petersen, Anouk C. van Dijk, Aad van
der Lugt, Wiro J. Niessen, Stefan Klein, and Marleen de Bruijne, ”Carotid artery lumen segmentation
on 3D free-hand ultrasound images using surface graph cuts”, published in MICCAI, 2013.
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4.1 Introduction

Ultrasound (US) enables low cost non-invasive imaging of the carotid arteries for
identifying carotid atherosclerotic plaque [107] and investigating the carotid artery
geometry, which are associated with vascular events. Carotid arteries are most fre-
quently imaged using a 2D free-hand US probe; using a tracking device it is possible
to compound a series of 2D US images into a 3D volume [37]. Methods for automated
lumen segmentation of 3D US data would enable the investigation of carotid artery
geometry and the narrowing of the vessel caused by the presence of plaque [2]. How-
ever, segmenting the lumen in US is a difficult task, due to image noise, shadows and
speckle inside the lumen. Another problem is that in US images the vessel boundary
parallel to the US beam is not visible.
Ukwatta et al. [102] proposed a semiautomatic carotid segmentation method on 3D US
data using a level set based method. Although their segmentation results are good,
this method requires considerable user interaction, as anchor points on transverse
slices where the evolving curve must pass through need to be indicated. In addition,
they only segment the common carotid artery. A complete segmentation of the carotid
artery based on level sets is proposed by Hossain et al. [50]. However, the user has to
initialize boundary points for every slice.
Graph-based methods have been used for vessel segmentation in CTA and MRI ob-
taining promising results [5,36]. Surface-based graph methods such as [5] as opposed
to voxel based methods [36] make it possible to enforce topology constraints and in-
corporate a shape prior of the arteries. In this chapter we propose a method based on
surface graph cuts to segment the complete carotid artery lumen in 3D free-hand US
images with minimal user interaction. Following the method presented in Chapter 2
for segmenting the carotid artery wall on MRI, we define the graph columns traced
from a coarse initial segmentation, which is approximated by a morphological dilation
of the lumen centerline. Each graph column is associated with a point on the sought
surface and represents the set of possible solutions. As such graph columns do not
intersect each other, this enables accurate, non self-intersecting segmentation across
high curvature areas such as the carotid bifurcation [5]. Finally, to deal with errors
or variability induced by the initialization, this procedure is iterated several times.

4.2 Method

4.2.0.1 Centerline Extraction and Initial Segmentation

The graph is constructed from a coarse initial segmentation of the carotid vessel lu-
men, obtained from its centerline. We adapted the US centerline extraction algorithm
presented in [19]. This method tracks lumen centerlines in US through ellipse fitting
in transversal 2D cross-sections of the artery. The input of the algorithm are three
user defined seed points in the lumen, positioned at the beginning of the internal,
external and common carotid artery (ICA, ECA and CCA) respectively. From each
seed point, rays are traced in all directions of the cross-section checking the pixel
intensity at each position. In [19], the ray stops when an intensity above a certain
threshold is found, indicating that the border of the vessel has probably been reached.
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We modified this criterion in order to make it more robust against pixel intensity vari-
ations in the lumen. In our approach, directional derivatives are calculated along each
ray. The third quartile of all the directional derivatives for all rays is selected as the
threshold yth. This is represented as

∑
x≤yth

Py(x) = 0.75 where Py represents the
estimated probability distribution of the directional derivatives y : Ωr → R given by

y(xxx) = ∂I(rrrxxx(t))
∂t , Ωr is the set of image positions indicated by the rays in the cross-

section, I is the image intensity, and rx : R → R2 is the ray trajectory at position
x . Thereafter, all steps are similar to [19] but considering the directional derivatives
instead of the intensities.
The centerline is subsequently smoothed to reduce the influence of noise. The center-
line in the CCA is then connected to the centerline in the ICA and the ECA. Finally,
the centerline is dilated with a 2mm diameter spherical structuring element to obtain
a coarse approximation of the lumen. This rough segmentation acts as an input for
the segmentation method.

4.2.0.2 Graph Construction

Based on this initial rough segmentation, a graph is constructed. The surface graph
approach proposed in this chapter is an adaptation of the method presented in Chap-
ter 2. To construct the graph, first the graph columns have to be traced in the image.
Each graph column represents a set of possible solutions for a point in the sought
surface. Hereto, the coarse initial segmentation is converted to a surface mesh with
vertices VB at the centers of each face on the surface of the voxelized initial seg-
mentation. These graph vertices VB represent the starting points of the columns. A
schematic of a coarse initial segmentation of the carotid vessel lumen and its mesh
conversion is shown in Figures 4.1(a) and 4.1(b), respectively.
The graph columns are traced from all VB , and follow the direction of the flow lines
f : R → R3 of the gradient vector field obtained by Gaussian smoothing of the initial
segmentation φ: R3 → R [5,77], this is represented by the equation ∂f

∂t (t) = ∇φ(f (t))
with initial value given by f (0) ∈ VB . An example of a gradient vector field of a
smoothed segmentation φ is shown in Figure 4.1(c). The flow lines traced along this
gradient vector field, starting from the graph vertices located at the mesh surface are
indicated by the red lines in Figure 4.1(d). From the figure it can be seen that the
graph columns defined by flow lines traced along the gradient of φ are smooth and
non-intersecting. Because in a graph cut method each column is cut once, this results
in non-self-intersecting surfaces [77].
The remaining column vertices V of the graph, which represent all possible lumen
surface segmentation points, are sampled at regular intervals δ along the flow-lines.
The length of each column varies, and is defined by the position where the smoothed
segmentation φ vanishes. Finally, source s and sink t vertices are added to the graph,
representing the innermost and outermost vertices respectively. A representation of
the vertices in the graph is given in Figure 4.2(a) by the black dots.
Next, the edges E of the surface graph G = (V,E) need to be defined. The edge set
consists of intra-column edges Eintra and edges between columns Einter [5, 77]. The
intra-column edges are associated to the likelihood that a vertex in a column is part
of the lumen surface, while the edges between columns Einter penalize irregularities
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(a) (b) (c) (d)

Figure 4.1. Graph columns construction based on flow lines. Graph columns
are generated from an initial coarse segmentation as shown in (a). This initial
segmentation is converted to a surface mesh, where vertices of the graph columns are
at the center of each surface voxel face as depicted in (b) by black dots. Subsequently,
the coarse initial segmentation is smoothed and a gradient vector field is computed,
see (c). Finally, (d) shows the graph columns represented by red lines which trace
this gradient field from the vertices located at the mesh surface.

on the final segmentation, ensuring smooth surfaces. To model this behavior on
the surface graph G, the intra-column edges Eintra associated with a cost w ∈ R are
represented by directed edges connecting each vertex to the next vertex in an outward
direction in the same column [5]. In addition, the source vertex s is connected to all
innermost vertices in the graph, and all outermost vertices are connected to the sink
vertex t. A representation of the intra-column edges is provided in Figure 4.2(a). In
our surface graph cut method, the main aim is to find a cut that minimizes the cost of
the edges that are being cut. Therefore, the cost w is associated to the inverse of the
likelihood that the edge being cut belongs to the sought surface. As in [5], this cost
is inversely proportional to the first order derivative along the graph column given

by ∂I(f (t))
∂t , where I is the image intensity. This leads to low costs for strong dark

to bright transitions that are typically present at the lumen border in US. The true
vessel surface may be slightly inward or outward of the image intensity edge position
along the column. Therefore, we adjust the position of the lowest value of w along
the graph column by adding the second order derivative to the first order derivative.

This linear combination is represented by L(t) = α∂2I(f (t))
∂t2 (t)+(1−|α|)∂I(f (t))∂t where

α is a parameter representing the contribution of the second order derivative.

In many columns, the position of the lumen boundary will not be clear due to image
noise or shadows caused by nearby vessels. To determine the position of the surface
in these columns, information from neighboring columns with better contrast in the
intensity profiles must be used. Therefore, we add edges between neighboring columns
Einter, which linearly penalize jumps between the columns. This way, the local im-
age information associated to the intra-column edges is integrated into a global and
smooth segmentation solution. An example of these inter-column edges is depicted in
Figure 4.2(b). In the figure, the edges between columns are depicted by blue arrows.
The cut cost associated to the edges between columns is linearly proportional to the
number of edges that are being cut.

Finally, a 3D segmentation is obtained by solving the graph cut minimization problem.
The vertices located directly inside of the optimal cut represent the sought surface.
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This minimization is solved by applying a min-cut/max-flow optimization algorithm
[17].

(a) (b)

Figure 4.2. Description of graph edges. The intra-column edges are depicted by
green arrows in (a). The edges between neighbor columns are depicted by blue
arrows in (b). Additionally, an example of a graph cut is shown in (b).

4.2.0.3 Iterative approach

Owing to the presence of noise in the image, the extracted initial centerline may
present irregularities. Therefore, the coarse initial segmentation may still deviate
from the sought lumen surface. Examples of a coarse initial segmentation and the
segmentation result after one iteration of the method in image slices are shown in
Figure 4.3. From the figure, we can observe that in some sections the initial segmen-
tation contour is far from the lumen contour. With standard column lengths defined
by the smoothing scale σ of the initial segmentation, the graph columns may not reach
the lumen border resulting in an under segmentation, as is the case in Figure 4.3. To
obtain a correct segmentation in the cases that the initialization is far from the lumen
surface, we proposed and evaluated two possible solutions. First, the length of the
graph columns can be extended. This is achieved by smoothing the initial segmenta-
tion with a higher scale σ, such that the gradient vector field can be traced further,
resulting in longer columns. However, these longer columns may intersect edges of
other vessels close to the carotid artery possibly resulting in a wrong segmentation.
A second option is to apply an iterative approach. Here, the computed segmentation
is used as initialization for a new graph. This may work in cases with wrong initial-
ization because if some sections are segmented correctly then the optimal graph cut
solution approaches the lumen surface thanks to the smoothness constraint. Example
results of the iterative approach are shown in Figure 4.3, indicating that after every
iteration the segmentation results were improved.

4.3 Experiments and Results

To validate our method, we segment the carotid lumen in 20 carotid arteries of ten
subjects, six healthy volunteers and four patients with a moderate carotid artery
stenosis. Each image was acquired using free-hand US on the carotid section of the
neck of the subject. A 3D volumetric representation was obtained with the help
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Figure 4.3. Segmentation results after several graph cut iterations for different
volume slices.

of an external software, which correlates the position of a magnetic tracking sensor
attached to the US probe and the US machine coordinates [37]. We used a Philips
iU-22 US scanner with a L9-3 US probe, acquiring signals of 4cm depth on one
patient and of 3cm depth on the remaining subjects. After exporting the data to
a volumetric representation, the voxels dimension have 0.16mm3 for probe depth of
3cm, and 0.21mm3 for probe depth of 4cm. After, we obtain the centerline with
the proposed method, to standardize the data, we cropped centerline points that are
outside a 2cm radius from the bifurcation point. The proposed centerline extraction
method was able to track the centerline in all cases and estimate the bifurcation point.
All images were manually annotated. The manual segmentation was performed by
annotating the lumen at each five to ten 2D slices. Thereafter, the lumen surface
was interpolated based on these contours. We used eight carotid arteries from four
subjects (three healthy volunteers and one patient) to optimize the parameters of the
method: the smoothing scale σ, the weighting parameter α that weights the influence
of the first and second order derivatives of the edge cost w, the edge cost between
columns p, and the number of iterations N. The sampling vertex distance δ was fixed
to the voxel spacing 0.16mm. We performed an exhaustive joint parameter search to
find the optimal set of parameters, which optimizes the Dice Segmentation Coefficient
(DSC). We obtained the highest DSC using σ = 10, α = 0.5, p = 10, 000, and N = 4.
Figure 4.4 show the effect of variations in the four parameters. The smoothing scale σ
has little effect on the end results, while iterating the method clearly improves results.

Figure 4.4. Effect of the segmentation parameters on segmentation overlap, when
varying a single parameter while the other parameters are fixed at their optimum
value. The error bars denote the standard deviation. From left to right: the smooth-
ing scaling σ, the weighting parameter α, the edge capacity p, and the number of
iterations N.

We tested our method using 3D US images of twelve carotid arteries of three healthy
volunteers and three patients. A 3D visualization of the segmentations compared
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with the manual annotations for a volunteer and a patient are shown in Figure 4.5(a)
and 4.5(b). A good agreement can be observed from the figures. Figure 4.5(c) shows
the DSC values for the volunteers carotid arteries per iteration. The average DSC
after applying four iterations is 84%±4.9%. The DSC values for the patients arteries
are shown in figure 4.5(d). Here, the obtained average DSC for four iterations is
66.7%± 8.3%.

(a) (b) (c)

(d)

Figure 4.5. Segmentation results. Figures (a) and (b) show the manual annotated
lumen (red) and the automated segmentation result (yellow) for a volunteer and
patient artery respectively. Bar plots with the DSC for volunteer and patient carotid
arteries in the testing set per iteration are shown in (c) and (d) respectively.

4.4 Discussion and Conclusion

In this chapter, we propose a new method to segment the carotid artery lumen,
including the bifurcation area, in 3D free-hand US images using little user interaction.
The obtained results showed good agreement with manual segmentation for healthy
arteries, obtaining a DSC of 84% for healthy volunteers. However, the segmentation
was less good in patient arteries, with a DSC of an average 66.7%. In this chapter,
only two diseased arteries were included during the parameter tuning. We expect that
including more patient data in the parameter tuning set would lead to a graph model
that can describe plaque sections better, resulting in improved performance for these
cases.
We proposed an improved centerline extraction method for US image based on [19]
which was able to track the centerline and estimate the bifurcation point in all images
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described in [19], while the method proposed by Carvalho et al. [19] failed in three
cases. We also proposed a novel iterative surface graph cut approach based on [5].
As observed in Figures 4.5(c) and 4.5(d) in most of the cases the iterations improve
the results.
Compared to the method proposed by Ukwatta et al. [102], who obtained an average
DSC of 92%, we obtained lower DSC. However, in contrast to [102], our method can
segment the lumen bifurcation, which may be relevant to predict vascular events.
In addition, our method requires less user interaction, which makes it more suitable
for large scale studies and for use in clinical practice. Hossain et al. [50] reported a
method that can segment the complete carotid artery, including the bifurcation area.
However, this method also requires substantial user interaction; the user has to locate
initialization points on the boundary for every slice. In addition, they reported a
processing time of about 40min, whereas our method computes a segmentation in
under 3min using an Intel core 2 duo processor with 8 GB of RAM. In summary,
the main advantages of our method are the ability to segment the complete carotid
artery, fast and with little user interaction.



Chapter Five

Automated Registration of
Free-hand B-mode Ultrasound and
MRI of the Carotid Arteries Based

on Geometrical Features

Abstract — In this chapter an automated method to register B-mode Ultrasound
(US) and Magnetic Resonance Imaging (MRI) of the carotid arteries is proposed.
The registration uses geometrical features, namely lumen centerlines and lumen seg-
mentations, which are extracted fully automatically from the images after manual
annotation of three seed points in US and MRI. The registration procedure starts
with aligning the lumen centerlines using a point-based registration algorithm. The
resulting rigid transformation is used to initialize a rigid and subsequent nonrigid
registration procedure that jointly aligns centerlines and segmentations by minimiz-
ing a weighted sum of the Euclidean distance between centerlines and the dissim-
ilarity between segmentations. The method was evaluated in 28 carotid arteries,
from 8 patients and 6 healthy volunteers. We first validated and optimized the au-
tomated US lumen segmentation method in a cross-validation experiment. Next, we
evaluated the effect of the weighting parameter of the proposed registration dissimi-
larity metric, and the control point spacing in the nonrigid registration. Finally, the
proposed registration method was evaluated in comparison to an existing intensity-
and-point based method, a registration using only the centerlines, and a registra-
tion using manual US lumen segmentations. Registration accuracy was measured
in terms of the Mean Surface Distance (MSD) between manual US segmentations
and the registered MRI segmentations. The average MSD was 0.78±0.34mm for all
subjects, 0.65±0.09mm for healthy volunteers, and 0.87±0.42mm for patients. The
results on the complete set were significantly better (Wilcoxon test, p < 0.01) than
the results of the intensity-and-point based method, and the centerline based regis-
tration method. We conclude that the proposed method can robustly and accurately
register US and MR images of the carotid artery, allowing multimodal analysis of
the carotid plaque in order to improve plaque assessment.

Based upon: Diego D.B. Carvalho, Andrs M. Arias-Lorza, Wiro J. Niessen, Marleen de Bruijne, and
Stefan Klein, ”Automated Registration of Free-hand B-mode Ultrasound and MRI of the Carotid
Arteries Based on Geometrical Features”, published in Ultrasound in Medicine & Biology, 2016.
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5.1 Introduction

Cerebrovascular disease ranks as the third worldwide leading cause of death [67]. The
brain and muscles of the face are supplied with blood by a pair of vessels called the
carotid arteries which are located in the neck. Atherosclerosis in the carotid arteries
is one of the conditions that can cause cerebrovascular disease. Atherosclerosis is a
process of inflammation in the arterial wall, leading to the formation of a plaque.
Rupture of atherosclerotic plaques in the carotid artery can cause vessel obstruction
and distal propagation of a thrombus [38] which may result in an ischemic stroke [18].
The risk of plaque rupture is associated with plaque composition and morphology [84].

Different imaging modalities supply complementary information on the carotid artery
wall and plaque therein, leading to interest in multimodal imaging studies on the as-
sessment of atherosclerosis and plaque vulnerability [22, 39, 97]. Even though most
imaging modalities show the lumen and artery wall, each one emphasizes different
properties: angiography is especially useful to visualize the stenosis severity; Com-
puted Tomography (CT) visualizes plaque calcifications well; Magnetic Resonance
(MR) shows intra-plaque haemorrhage, and necrotic cores; Ultrasound (US) shows
echolucency and ulceration. US and MRI modalities are of special interest, since they
do not involve any ionizing radiation, and US is a relatively low-cost modality. Figure
5.1 shows example slices of a free-hand transversal B-mode US scan and an MRI scan
from the same patient.

Comprehensive multi-modal image analysis and side-by-side visualization of different
imaging modalities is hampered by the lack of spatial correspondence between images
from different modalities, as depicted in Figure 5.1. Besides global differences due to
different image resolution, field-of-view, and orientation, there may even be changes in
the artery geometry due to bending and twisting of the neck (as is typically required
for US acquisition). Differences in the patient’s neck position in US and MRI can
be appreciated from Figure 5.2. Image registration is therefore required, to align
the carotid arteries and compensate for deformations. Since US and MRI have very
different image appearance, the registration of these images is a highly challenging
problem.

MRI-US registration of the carotid artery has been addressed in previous works
[20, 24, 43, 72, 91]. [91] presented the registration of 3D reconstruction of free-hand
power doppler US (3D-US) and Magnetic Resonance Angiography (MRA) images.
The vessel lumen is clearly visible in both modalities, and therefore it was used to
drive the registration. The method uses a rigid transformation model, and is based
on maximization of mutual information. The method was evaluated on data of six pa-
tients. [72] used a constrained nonrigid transformation model to register 3D-US and
MRI. First an initial registration was performed based on geometrical landmarks;
subsequently the images were registered using normalized mutual information as the
registration metric [92]. 3D-US acquisition was performed with a motorized device
attached to the probe, which generated a sequence of 2D B-Mode US images. They
evaluated the registration method on images from six patients. [24] performed regis-
tration using points on the arterial outer wall. These points were extracted from a
manual segmentation in MRI and a semi-automated segmentation in US. The artery
bifurcation point was used to obtain an initial alignment, which was followed by a
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(a) (b)

(c) (d)

Figure 5.1. Multimodal carotid artery imaging. A 3D reconstruction of a free-hand
transversal B-mode US scan (a), and an MRI scan of the carotid artery of the same
patient (b). The green and red volumes represent the artery in both modalities. 2D
slices intersecting the arteries taken at similar position close to the bifurcation on
both modalities are shown in (c) and (d).

(a) source: Adapted from Wikime-
dia. Author: National Heart Lung and
Blood Insitute (NIH).

(b) source: Wikimedia. Author:
Blausen Medical Communications, Inc.

Figure 5.2. Position of the patient’s neck during US (left) and MR (right) scanning.
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rigid registration of the outer wall point sets using the Iterative Closest Point (ICP)
algorithm [14]. Subsequently, a slice-by-slice manual registration refinement was per-
formed. The method was evaluated on 3D-US acquired using a volumetric linear
transducer and MRI data of three patients. [43] developed a method to register 3D-
US and MRI using only geometrical features extracted from 2D manually annotated
contours on both modalities. First, a rigid registration using a labeled ICP from the
extracted centerlines is performed, followed by a non-rigid registration using 3D recon-
structed surfaces. In our previous work [20], a framework was introduced to perform
US-MRI registration using a joint intensity-and-point based registration of free-hand
B-mode ultrasound and MRI data of the carotid artery. Since in MRI the tissues have
an almost uniform image intensity [115], whereas in US mainly the border between
tissues is highlighted [113], there is not a clear correlation between voxel intensities
on both modalities, making it difficult to obtain good registration results based only
on intensity information. Therefore, we proposed to combine intensity information
with geometrical information. An initial registration using geometrical landmarks on
the lumen centerlines was performed. Subsequently, a joint intensity-and-point based
dissimilarity measure was minimized, solving both for rigid and nonrigid transforma-
tions. We showed that this registration approach combining geometrical information
(lumen centerlines) and image information (US and MRI intensities) resulted in bet-
ter registrations compared to intensity-only or point-only approaches. However, we
also observed that even better registrations could be achieved if more geometrical
information, such as carotid artery lumen segmentations, would be exploited.

In this work, we propose a novel automated method for registering US and MRI
images of the carotid artery. The method is an extension of [20] and adds geometric
information in the form of lumen segmentations, to improve registration performance.
To this end, a novel customized dissimilarity measure that serves as an optimization
objective during the registration is proposed. This dissimilarity measure is based
on the difference between centerlines and lumen segmentations in 3D-US and MRI.
Main advantages of our method compared to previous works are that it requires low
user interaction (only three seed points per artery on each image modality), and our
registration method does not rely directly on intensity information.

Our approach thus requires segmentation of the lumen both in 3D-US and MRI. Man-
ual segmentation of the carotid lumen in 3D-US and MRI images is a time consuming
and difficult process. US image segmentation is challenging owing to characteristics
such as noise, shadows and speckles inside the lumen. Moreover, in situations where
the US beam is parallel to the vessel wall, the wall is not clearly visible. This makes it
difficult to differentiate the carotid artery lumen from other structures. To facilitate
carotid lumen segmentation in 3D-US, several automatic and semi-automatic methods
have been proposed [50, 63, 66, 101]. A semiautomatic method for carotid segmenta-
tion in 3D-US using level sets was presented by [101]. The segmentation results were
good, however the method requires substantial user interaction as anchor points on
transverse slices need to be selected which are intercepted by an evolving curve. Ad-
ditionally, the method is limited to the segmentation of the common carotid artery.
Another method that uses a level-set based approach for carotid artery segmentation
was presented by [49]. This method also requires considerable user interaction to
initialize boundary points for every slice. [63] proposed a very robust method to track
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the arteries, however it is limited to generating circles per slice. In Chapter 4, we ap-
plied an optimal-surface graph method to segment the lumen in 3D-US. Good results
were obtained on volunteer data, and fair results on patient data. Segmenting the
lumen in MRI is easier compared to US because lumen contrast in MRI is generally
good. However, it is also a time consuming process if performed manually. Several
automatic methods to segment the lumen in MRI that achieved good results have
been presented, e.g. [6, 45, 94]. In [94] a level-set evolution approach starting from
an automatically detected centerline was used. [6] proposed an optimal-surface graph
segmentation method which requires a coarse approximation of the lumen as initial-
ization. Finally, in [45] a 3D deformable vessel model approach with a learning-based
post-processing step was used.
In our US-MRI registration method, we choose to use lumen segmentation based on
optimal surface graphs as presented for US in Chapter 4, and for MRI in Chapter 2.
The method is described in detail in the Method section. For MRI, the segmentation
method was already extensively evaluated in Chapter 2. For US, only a preliminary
evaluation was presented in Chapter 4. In this work, we include a thorough evaluation
of the US segmentation method, to assess its feasibility to use it as a reliable geomet-
rical marker for image registration. The complete registration method is subsequently
evaluated on 28 carotid artery data sets composed by volunteer and patient data.
To summarize, the contribution of this work is fourfold:

1. We present a complete framework for automated registration of 3D-US and MRI
of the carotid arteries based on geometrical features.

2. A novel and customized dissimilarity measure that serves as optimization ob-
jective during image registration is proposed.

3. Quantitative results for the accuracy of automated lumen segmentation in US
are reported.

4. The US-MRI registration method is evaluated on both volunteer and patient
data, studying the effect of important design parameters, and comparing with
several alternative methods.

5.2 Method

First, we describe the registration framework using centerlines and segmentations.
Subsequently, we describe the automated lumen segmentation method which is used
in our registration approach.

5.2.1 US-MRI Registration Framework

Multimodal image registration is performed using geometrical features extracted from
the US image IU : Z3 → R and MRI IM : Z3 → R. The registration aligns the features
of a moving image to the features of a fixed image by applying geometrical transfor-
mations. These transformations can be rigid and/or nonrigid and are determined by
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Figure 5.3. Flowchart with a schematic overview of the US and MRI registration
steps.

optimizing a cost function, which estimates the dissimilarity between the features of
the fixed image and the transformed moving image. In this work we choose IU as the
fixed image because of its higher resolution.

The lumen centerlines and the segmentations are extracted from each modality and
serve as input features for the registration. In the first stage of the registration
procedure, the centerlines are used to obtain an initial transformation (TTT init) to align
the images. Subsequently, both the centerlines and the segmentations are employed
in finding the optimal transformation. An overview of the method’s steps is shown in
Figure 5.3.

5.2.1.1 Centerline Extraction

The centerline in US is extracted with the method of [19, 20] and the centerline of
MRI is extracted with the method of [95].

In the centerline extraction on US data, we assume that planar cross-sections of the
lumen have elliptical shapes. The union of the center points of the ellipses in each
cross-section results in the centerline. The ellipses are fitted to points on the lumen
border. These border points are automatically detected by analyzing the intensity
gradient magnitude in rays traced from a given seed point inside the lumen. The
initial inputs of the algorithm are three seed points located at the Common Carotid
Artery (CCA), External Carotid Artery (ECA), and Internal Carotid Artery (ICA).
The algorithm seed point for the next planar cross-session is the center of the ellipse
extracted from the previous planar cross-section.
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The centerline in MRI is extracted by finding the minimum cost path between a seed
point in the CCA and seed points in the ECA and ICA. This cost is computed based
on a combination of a local intensity similarity metric and a medialness filter [41]. To
avoid large deviations of the true vessel centerline in curved regions, a multi-planar
reformatting is performed and the minimum cost path algorithm is iteratively applied.
We denote the obtained centerlines as CU ⊂ R3 (US centerline) and CM ⊂ R3 (MRI
centerline). The centerlines are used both for centerline registration and to initialize
the lumen segmentations in US and MRI.

5.2.1.2 Centerline Registration

To obtain a robust initial alignment, first the centerlines CU and CM are registered.
The steps for the centerline registration are the same as in [20] and are briefly sum-
marized here for completeness.
Initially, the MRI and US centerlines are smoothed and resampled to a resolution of
0.1mm (slightly smaller than the voxel spacing of the US image data). Subsequently,
reference points around the centerline bifurcation point are automatically selected
in each centerline. A point-based rigid registration is performed with these pairs of
corresponding landmarks. This point-based registration minimizes the root sum of
squared Euclidean distances between corresponding points. The output transforma-
tion is called TTT 0 and is applied to CU . Following this registration, the point sets CU

and CM are cropped automatically such that the maximum distances before/after
the bifurcation in both sets are equal. This registration is followed by a rigid ICP
registration between the centerlines, resulting in a second rigid transformation TTT 1.
Next, the centerlines are registered with a nonrigid registration. The nonrigid trans-
formation is applied to the US centerline, yielding a deformed centerline CŨ which
matches the original MRI centerline CM .
The composition of transformations TTT 0 and TTT 1 is used to globally initialize the geo-
metrical features based registration: TTT init = TTT 1(TTT 0). The deformed centerline CŨ is
used as a constraint in the registration.

5.2.1.3 Geometrical Features Based Registration

In this stage of the registration, alignment is performed using both centerlines and
segmentations. For the lumen segmentations SU : R3 → {0, 1} and SM : R3 → {0, 1},
we assume that some interpolation method is used to make this function valid for
all x ∈ R3, and not just at voxel center locations. The registration is performed
by estimating a transformation TTT , which minimizes a cost function. The geometrical
features are registered with a rigid transformation TTT rigid and/or a subsequent nonrigid
transformation TTTnonrigid. The cost function C is a dissimilarity measure between (SU )
and (SM ), and between centerlines CŨ and CU :

C(TTT ) = ωD(SU ,WTTT (SM )) + E(TTT (CU ), CŨ ). (5.1)

This function is a weighted sum of the segmentation dissimilarity D and the Eu-
clidean distance between centerlines CU and CŨ , denoted by E . The term WTTT
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represents an operator that warps SM using coordinate transformation TTT , i.e.,
WTTT (SM )(x) = SM (TTT (x)). The chosen metric D is the sum of square differences.
The Euclidean distance E between CU and CŨ is used as a penalizer to prevent
unfeasible transformations that may occur due to inconsistencies in the automated
segmentations SU and SM . The term ω is a weighting factor.

To minimize C, an adaptive stochastic gradient descent method was applied using 2000
image coordinates randomly selected in every iteration, as proposed by [54]. To model
the nonrigid transformation, a B-spline parametrization [83] was used, with a control
point spacing of β. In order to avoid local minima, a 3-level hierarchical strategy was
employed: the amount of image Gaussian smoothing and β are gradually decreased
by factors of 2. The geometrical features based registration was implemented using
the open source Elastix software [55].

5.2.2 Optimal Surface Graph Method for Lumen Segmenta-
tion

The optimal surface graph method as proposed by [118] allows segmentation of multi-
ple surfaces, while incorporating topology constraints and prior information on shape.
The optimal-surface graph method aims to minimize a cost function defined as the sum
of graph edge costs, which is achieved using a minimum cut. The graph G = (V,E) is
composed of vertices V and edges E. V includes the vertices associated with positions
in the image, and the vertices s and t which denote the source and sink points of the
graph. The edges E connect the vertices of the graph, and represent the association
strength between vertices. Edges that connect vertices from the same region are as-
sociated with high costs, whereas vertices connecting different regions are associated
with low costs. The segmentation solution is defined by the minimum cut that sepa-
rates the graph in two parts: source part Vs ⊆ V (foreground region) and sink part
Vt ⊆ V (background region), such that Vt = V \Vs, s ∈ Vs, t ∈ Vt. The minimum cut
minimizes the total cost of the edges that are being cut [52], and is found by applying
a min-cut/max-flow optimization algorithm [17].

We use the graph construction approach as presented in Chapter 4 and Chapter 2
to segment the lumen in 3D-US and MRI. The graph is constructed starting from a
coarse initial segmentation of the lumen as depicted in Figure 5.4. The coarse initial
segmentation is obtained by a 2mm radius spherical dilation of the automatically
extracted centerline. The vertices are grouped by non-intersecting graph columns
starting from this initial segmentation. These non-intersecting graph columns en-
able the segmentation of high curvature areas [76]. Non-intersecting graph columns
are guaranteed if these are defined on the trajectory of flow lines obtained by Gaus-
sian smoothing (with scale σ) the coarse initial segmentation, see Figure 5.4. Given
the flow lines fff i : Z → R3 where i ∈ {1, ..., Q} with Q the number of voxels
on the initial segmentation’s surface, the graph vertex vi,k ∈ V is associated with
the image position fff i(k). The graph columns are defined by the set of vertices
Vi = {vi,k| k = −Ii,−Ii + 1, . . . , Oi − 1, Oi} where the uniform separation distance
between vertices is given by δ = ‖fff i(k + 1) − fff i(k)‖. Here vi,−Ii and vi,Oi

represent
the innermost and outermost vertices of column Vi, and vi,0 is at the initialization
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surface. Several edges are defined in the graph. First, the edges vi,k
wi,k→ vi,k+1 within

a graph column indicate the relation between foreground and background such that
wi,k should be as low as possible at the position of the surface. Second, the smoothing

penalty edges between neighboring graph columns, vi,k
p↔ vj,k, penalize each vertex

displacement in the graph cut by a value p. Third, the topological constraint edges
within a graph column, vi,k+1

∞→ vi,k, guarantee that the graph columns are cut only
once. Finally, the vertex s is connected to all innermost vertices, and t to all outermost
vertices. The graph construction approach is illustrated in Figure 5.4.

(a) (b)

Figure 5.4. Graph construction method [66]. The non-intersecting graph columns
starting from the coarse initial segmentation (gray sketch) are depicted by red curves
in (a). Two graph columns are selected, depicted by green curves, to show their
vertices (black dots) and intra-column edges (green arrows) in (a). The smoothing
penalty edges between neighboring columns are depicted by blue arrows in (b).
Additionally, an example of a graph cut is shown in (b).

To achieve a minimum value for wi,k at likely positions of the lumen boundary, this
cost is inversely proportional to the first order derivative of the image intensity along
the graph column trajectory fff i. To make small adjustments to the position of the
minimum (mainly caused by partial volume effects), the second order derivative is
added. Thus, the edge cost wi,k is defined by:

wi,k ∝
∣∣∣∣α

∂2I(f (k))

∂k2
+ (1− |α|) ∂I(f

ff i(k))

∂k

∣∣∣∣
−1

, (5.2)

where I(fff i(k)) is the image intensity at the position fff i(k), and α ∈ [−1, 1] is a
parameter that weights the contribution of the second derivative term.

Since the initial coarse segmentation may contain irregularities, and may be too far
from the true lumen boundary, the estimated optimal surface may contain errors. To
address this, the optimal surface graph method is iterated N times. The result of
iteration n is used to create a new graph in iteration n+ 1.

This segmentation method is applied to both US and MRI. CU and CM are the cen-
terlines used for initialization, and SU and SM are the final outputs. These automatic
segmentations are used jointly with the centerlines in the registration framework as
explained in Section Geometrical Features Based Registration.
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5.3 Experiments

5.3.1 Data

We evaluated our method on data from 8 patients and 6 healthy volunteers. The
patients were selected within the scope of the Plaque At Risk (PARISK) study [97].
The PARISK study is a prospective multicenter cohort study of patients with recent
neurological symptoms due to ischemia in the carotid artery with ipsilateral carotid
artery stenosis (< 70%) who are not scheduled for carotid endarterectomy or stenting
[97]. Volunteers were healthy and had no plaque. Left and right carotid were scanned
in all subjects.

The US images were acquired with the Philips probe L9-3 and a Philips iU22 system
(Philips Medical Systems, Bothell, WA, USA). The probe signal was adjusted to
4cm depth for 4 patients and to 3cm depth for 4 patients and 6 volunteers. Each US
examination generates a stack of transversal 2D images. To obtain the 3D-US images,
we used the Stradwin software [37] that correlates the 2D images to the position of a
magnetic sensor attached to the US probe. After exporting the data to a volumetric
representation, the voxels dimensions are 0.16 × 0.16 × 0.16mm3 for a probe depth
of 3cm, and 0.21× 0.21× 0.21mm3 for a depth of 4cm.

The patient MRI data were acquired on a 3.0T GEMedical Systems Discovery MR750
(GE Healthcare, Milwaukee, Wisconsin, USA), using a T2-weighted double inversion
recovery fast spin echo (T2w-DIR-FSE) black-blood sequence. The original voxel
spacing of MRI on the patient data was 0.55 × 0.55 × 2.0mm3. Initial experiments
indicated that the lumen centerline extraction method failed in these images due
to the anisotropic voxels. Therefore, we resampled the MRI with a cubic B-spline
interpolation leading to isotropic voxels with spacing 0.55 × 0.55 × 0.55mm3. For
the volunteer data, the images were acquired using a 1.5T GE Medical System Signa
Excite MRI machine (GE Healthcare, Milwaukee, Wisconsin, USA) with a proton-
density-weighted fast spin echo (PDw-FSE) black-blood sequence with voxel spacing
of 0.5×0.5×0.9mm3. Since these voxels were almost isotropic already, no resampling
was necessary.

The Institutional Ethics Committee approved the study protocol, and all study par-
ticipants provided informed consent.

5.3.2 Evaluation of MRI Lumen Segmentation

Lumen segmentation in MRI using the optimal-surface graph cut method was already
extensively evaluated in Chapter 2 on similar MRI data as used in the current study.
Therefore, we used the optimized segmentation parameters from Chapter 2. Prior to
segmentation, the N4 bias field correction method [100] was employed to correct for
MRI intensity inhomogeneities within the neck area.

The software tool for lumen segmentations was implemented in C++ using Linux
operative system.
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5.3.3 Evaluation of US Lumen Segmentation

Since in Chapter 4 only a preliminary evaluation of the US segmentation method
was presented, we performed a cross-validation experiment to establish the opti-
mum parameter settings on data independent of the test set. Since left and right
carotids of a single subject may have similar characteristics, a leave-two-out cross-
validation design was used, in which we left both vessels of a subject out of the
training set. On the training set, the optimum parameter settings were determined
by exhaustive grid search. As an evaluation criterion, we used the Mean Surface
Distances (MSD) (averaged over all carotids in the training set) between the result-
ing segmentations and the manual segmentations. The manual segmentations were
performed by annotating the lumen at each five to ten 2D slices of each US image
sequence. Thereafter, the lumen surface was interpolated based on these contours.
The evaluated parameters of the method were: σ, α, p, and N . The vertex distance
δ was fixed to the minimum voxel spacing. In the optimization step, we considered
the following range of parameters: σ ∈ {20, 30, 40}, α ∈ {−1.0,−0.5, 0.0, 0.5, 1.0},
p ∈ {1000, 10000, 25000, 50000, 75000, 100000},
and N ∈ {1, 2, 3, 4, 5}.
The entire 4D search space was evaluated and the selected optimum parameter config-
uration in each leave-two-out fold was used to segment the left subject. The resulting
segmentations SU were used in further registration experiments.
In order to visualize the impact of each parameter on the segmentation results, we
chose the most frequently selected parameter configuration as a base configuration
and individually varied one of the parameters while computing the MSD on the entire
dataset. Thus obtained MSD values are slightly overtrained, but are useful to gain
insight in the effect of each parameter.

5.3.4 Evaluation of Registration Accuracy

On these experiments we evaluated the registration accuracy and compared the re-
sults with existing methods. First, the effect of important registration parameters
were investigated. We tested both rigid, and the combination of rigid and nonrigid
registration (in the rest of the chapter we call this combination only as nonrigid regis-
tration). As in [20], for the B-spline transformation model in the nonrigid registration,
we tested isotropic grid spacings (mm) β ∈ {8, 16, 32}. For the weighting value that
balances the D and E cost function terms, we tested ω ∈ {1, 2, 4, 8, 16}. The MSD
between the manual US segmentation and the transformed automatic MRI segmenta-
tion was used as a measure of registration accuracy. The combination of β and ω that
yielded highest accuracy was used in all further evaluations. Second, we compared
the proposed registration to three other methods. We adopt the acronym GEO to
refer to our registration method based on geometrical features. The other methods
were:

- Initial: Registration obtained with the transformation Tinit which uses only
the centerlines.
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- IP: Intensity-and-point based registration [20].

- MAX: Registrations performed between the manual US segmentation and the
automated MRI segmentation. Since exactly these segmentations are used to
compute the MSD for evaluation, this “overtrained” method will indicate what
is the maximum achievable accuracy of any registration method [20].

The parameters β used in the methods IP and MAX were selected according to their
best values defined in [20]. As IP only use centerlines as geometrical features and
MAX the lumen segmentations, a weighting parameter ω in the dissimilarity cost is
not required. For IP we used β = 32mm and on MAX β = 8mm.
All registration methods were implemented using the open source Elastix software [55].

5.4 Results

5.4.1 US Lumen Segmentation Results

Table 5.1 shows the result of the leave-two-out evaluation for the US segmentation ex-
periments. In this table, it can be observed that the most frequent best configuration
was σ = 40, α = 0.0, p = 50000, N = 3, since the best MSD was obtained with this
configuration in 11 out of the 14 subjects. Figure 5.5 summarizes the segmentation
results from the leave-two-out evaluation for the 28 carotids. The median error is
around 0.6mm.

Figure 5.5. Segmentation results obtained in leave-two-out cross-validation. Re-
sults are reported for the entire test set, and separately for the patient and volunteer
subsets.

To visualize the impact of each parameter on the segmentation results, we chose
the most frequently selected parameter configuration as a base configuration and
individually varied one of the parameters while computing the MSD on the entire
dataset. The effect of each parameter on the segmentation accuracy can be seen in
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Subject σ α p N Train MSD (mm) Test MSD (mm)
Left Right

P1 40 0 50000 3 0.68± 0.24 0.38 0.87
P2 30 0 50000 3 0.69± 0.24 0.69 0.49
P3 40 0 50000 3 0.69± 0.24 0.51 0.65
P4 40 0 50000 3 0.68± 0.25 0.60 0.79
P5 40 0 50000 3 0.69± 0.24 0.44 0.71
P6 40 0 50000 3 0.69± 0.24 0.55 0.61
P7 40 0 50000 3 0.69± 0.24 0.52 0.50
P8 20 0 50000 2 0.66± 0.19 0.81 1.63

V1 40 0 50000 3 0.70± 0.23 0.49 0.36
V2 40 0 50000 3 0.64± 0.19 1.34 1.05
V3 40 0 50000 3 0.69± 0.24 0.46 0.67
V4 40 0 50000 3 0.68± 0.25 0.65 0.67
V5 30 0 50000 3 0.65± 0.21 1.06 1.19
V6 40 0 50000 3 0.67± 0.25 0.72 0.78

Table 5.1. Results of leave-two-out cross-validation of the US lumen segmentation
provided for each held-out subject. The optimum parameters based on the training
set are provided for each patient (P#) and volunteer (V#). MSD (average±std.dev.)
on the training set, and the MSD on the left and right carotid of the left-out subject
are listed.

Figure 5.6. The smoothness parameter σ� had a small effect on the end results. The
parameters p and α showed a clear minimum within the selected range. A value of
α = 0 means that the edge is sharp so only the first derivative suffices to localize it.
The improvement caused by the number of iterations N peaked at 3 iterations (see
Figure 5.7 for an illustration).

5.4.2 Registration Results

Figure 5.8 shows the registration accuracy on the 28 carotids for different values of
β and ω. Nonrigid registrations using higher β always improved the registrations
accuracy, so more freedom of deformation did not result in better registrations. Ad-
ditionally, β = 32mm generally outperformed rigid registration, except for ω = 1.
For higher ω, we observed more accurate nonrigid registrations, which stabilized after
ω = 4. This means that giving more weight to the segmentations results in bet-
ter registrations. However, this behavior was not observed using rigid registration.
The best parameter configuration for the registration using geometrical features was
β = 32mm and ω = 16.

The results for all subjects obtained with Initial, MAX, IP and GEO are shown
in Figure 5.9. The results of MAX, IP, and GEO are shown both after the rigid
and after the nonrigid registration stage. The figure shows that the complete GEO
considerably improves the results compared to Initial; also a improvement compared
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Figure 5.6. Effect of the segmentation parameters on segmentation MSD, when
varying a single parameter while the other parameters are fixed at the most frequent
configuration during training (σ = 40, α = 0.0, p = 50000, N = 3). The tested
parameters were: the smoothing scaling σ�, the weighting parameter α, the edge
capacity p, and the number of iterations N .

to IP is observed. As expected the nonrigid MAX method outperforms all other
methods. The rigid MAX method (which is less prone to overfitting than nonrigid
MAX) scored similar MSD as the proposed nonrigid GEO method.

Table 5.2 shows the numerical results corresponding to Figure 5.9 for the complete
data set, and for the volunteer and patient sets separately. For MAX, IP, and GEO,
the results of nonrigid registration are shown. The table confirms that GEO outper-
forms IP on the entire test set, and shows that this is also the case when considering
the volunteer set and patient set separately. Using a Wilcoxon test on the entire test
set, it was confirmed that the difference in MSD values between GEO and IP was
statistically significant (p < 0.01).

Figure 5.10 shows comparison between manual segmented volumes in US, and the
registered MRI segmented volumes. In Figure 5.11 planar sections of US and the
registered MRI with overlaying segmentation contours are shown.
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Figure 5.7. Segmentation results using the presented method on US for iterations
n = 1...3. Left to right: three example slices.

Figure 5.8. Registration MSD errors (mm) for various settings.

5.5 Discussion

In this work, we presented a method to register US and MRI of the carotid artery using
geometrical features. As features, semi-automatically extracted lumen centerlines and
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Figure 5.9. Registration MSD errors (mm) using the methods: Initial, GEO, IP,
and MAX. Results are reported both for rigid and nonrigid registrations.

Method All subjects Volunteers Patients

Initial 0.92±0.32 0.80±0.17 1.02±0.38
GEO 0.78±0.34 0.65±0.09 0.87±0.42
IP 0.85±0.39 0.72±0.20 0.95±0.46
MAX 0.39±0.53 0.28±0.05 0.48±0.68

Table 5.2. MSD (mm) between manual US segmentations and MRI registered
segmentations for four different registration methods. The results are reported for
volunteers, patients and all subjects combined.

(a) (b) (c) (d)

Figure 5.10. Comparison between manual US segmentations (red) and registered
MRI segmentations (green), for registration based on geometrical features.

automatic lumen segmentations are used. The method was evaluated in a dataset
composed of volunteer and patient data yielding good and robust results. The average
MSD of the presented method was significantly lower than the results obtained by the
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(a) (b)

(c) (d)

Figure 5.11. Side-by-side visualization US image (left) and registered MRI using
geometrical features registration (right). MRI registered segmentations and manual
US segmentations are depicted by green and red contours respectively. Figures
(a) and (b) represent carotid arteries of volunteers and figures (c) and (d) carotid
arteries of patients.

intensity-and-point based registration method presented in [20], and the registration
using only the centerlines.

Although the automated US lumen segmentation method was extensively evaluated
and proved to be an important input to the registration framework, the MSD was in
the order of 0.6mm. This suggests that there is still room for improvement in seg-
mentation accuracy. In the segmentation results, we observed that the median MSD
was slightly lower for patients than volunteers, which can be explained because the
number of patients used for training was larger in the cross-validation experiments,
so the parameters of the segmentation method are biased to the patient lumen geom-
etry. Furthermore, the registration results show the importance of the segmentations
in the registration framework, as we observed better registrations when giving higher
weight to the dissimilarity between US and MRI segmentations. However, we also
observed that this weight reached a peak where further increase did not improve the
registrations. This could suggest that this weight is bounded by the quality of the
segmentations. In addition, we also observed better registrations using the manual
segmentations in MAX. Therefore, an improvement in the automatic lumen segmen-
tation will further increase the registration accuracy. However, it is important to
notice that the same manual segmentation used for the registration in MAX was used
for evaluation, leading to a bias.
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Apart from [20], other methods to register the carotid artery between MRI and US
[24,43,72,91] present higher or similar errors to the reported in the presented method,
although the data is different and the registration error metric implementation may
slightly differ. Additionally, most of these methods require more user interaction.
First, [91], which presented a fully automatic registration method based on a rigid
registration model using mutual information, reported an average of 0.32 ± 0.3mm
displacement for four points in five arteries from five patients. Although this result
seems promising, the data set and the number of points for evaluation are small,
which makes it difficult to assess the quality of the method. [72] presented a semi-
automatic non-rigid registration model where the twisting and bending of the neck
is introduced in the model. They obtained 1.5± 0.4mm surface distance error based
on manual annotated contours from twelve arteries from six patients using a similar
MRI protocol. This surface distance error is higher to the MSD we obtained for
patients (0.87 ± 0.42mm). Subsequently, [24] presented a method which requires a
considerable amount of user interaction based on surface registration. They reported
about 1mm MSD error, which is comparable to our results although we require less
user interaction. Finally, [43] presented a similar method to our work based on the
registration of the centerlines and segmentations. They reported surface errors around
1.2mm on a data set composed of six healthy volunteers and five patients. This error
is slightly higher than our result. Additionally, our method segments both 3D-US
and MRI automatically, while in [43] this is not the case.
The proposed method is largely automated but still demands minimal user interac-
tion. For the lumen centerline detection, the user must select a point in each of three
branches of the carotid artery in US and MRI data. The difficulty in implementing a
fully automated method for identifying the carotid branches is related to the presence
of structures with a similar shape and intensity, such as the jugular vein. In future
work, it would be interesting to develop a robust algorithm able to automatically iden-
tify the carotid branches in US and MRI; this would fully automate the registration
framework.

5.6 Conclusion

We proposed a method to automatically register US and MR images of the carotid
artery. The registration framework is based on geometrical features, namely the artery
centerlines and lumen segmentations, which are semi-automatically extracted from
the US and MR images. The method requires minimal user interaction. Experiments
on 28 carotids from 8 patients and 6 volunteers demonstrate good and robust perfor-
mance. Compared to our previous intensity-and-point based registration method [20],
registration accuracy was improved significantly. The use of automated segmentations
combined with centerlines leads to a high registration accuracy, thus paving the way
for comprehensive multimodal analysis of atherosclerotic plaque in the carotid artery.



Chapter Six

Cooperative Carotid Artery
Centerline Extraction in MRI

Abstract — Centerline extraction of the carotid artery in MRI is important to
analyze the artery geometry and as an input for further processing including regis-
tration and segmentation. The centerline of the artery bifurcation is often extracted
as two independent minimum cost paths leading from the common to the internal
and the external carotid artery. Often the cost is not well defined at the artery
bifurcation, leading to centerline errors. To solve this problem, we developed a
method to cooperatively extract both centerlines, where in the cost to extract each,
we integrate a constraint region derived from the estimated position of the neigh-
bor centerline. This method avoids both centerlines following the same cheapest
path after the bifurcation, which is a common error when these are extracted inde-
pendently. We show that this method results in less error compared to extracting
them independently: 10 failed centerlines vs. 3 failures in a data set of 161 arteries
with manual annotations. Additionally, we show the new method to improve the
non-cooperative approach in 28 cases (p < 0.0001) in a data set of 3,904 arteries.

Based upon: Andrs M. Arias-Lorza, Daniel Bos, Aad van der Lugt, and Marleen de Bruijne, ”Co-
operative Carotid Artery Centerline Extraction in MRI”, submitted.
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6.1 Introduction

Centerline detection of the carotid artery in MRI is important to analyze its geometry
[94], and as input for segmentation [6,45,94] and registration methods of the carotid
artery [21,111].

There are two main type of approaches to extract vessel centerlines using different
image modalities: global optimization methods based on minimum cost paths, and
local approaches [85]. Local methods include tracing medial axis from inscribed disks
or spheres [4,19], finding the centers of intensity ridge traversals [7,10], and localizing
local maxima from filter outputs [41, 79].

As minimum cost paths methods are based on global optimizations, they could result
in robust centerlines [27,28,42,94,116]. Often the carotid artery centerline is detected
as two independent paths [19, 46, 94], one for each of the two arteries that separate
from the Common Carotid Artery (CCA) at the bifurcation. These two arteries are
the Internal Carotid Artery (ICA) and the External Carotid Artery (ECA). Using
minimum cost path approaches, each path is defined as the minimum cost path be-
tween two points, where the cost is the output of a function that should be low at
the center of the artery and high elsewhere. In this chapter, the centerlines are repre-
sented as minimum cost paths. There are two main techniques to find the minimum
cost paths: graph approaches (Dijkstra algorithm [32], A* and F* algorithms [34])
and continuum approach (fast marching [88]). In this work we use fast marching as it
suffers less from metrication errors [25], and it is possible to consider the anisotropic
characteristic of the MRI images [12, 88].

Defining a good cost function is a difficult task especially at the bifurcation. Generally,
this cost at each image position is a function of the intensity and/or the surrounding
shape [27,28,42,85,94,116], where the surrounding shape is estimated using Hessian
eigen-analysis or medialness filters [35, 41]. However the intensity inside the artery
presents a complex distribution along the vessel which is affected by artifacts, also
surrounding structures may have similar intensity. Additionally vessel detector filters
based on Hessian or medialness filters mainly work well on cylindrical shape structures.
This can cause the centerline to present errors especially at the bifurcation, where the
shape is not cylindrical. A common problem in carotid centerline extraction from
MRI is that the centerline traced from either ICA or ECA jumps to the more clearly
visible artery. An example is given in Figure 6.1.

To solve this problem, better cost functions that make use of features that describe
well the artery shape and the intensities distribution inside the artery could be defined.
Another solution can be to define a cost function that takes the anatomy and geometry
of both arteries (ICA and ECA) into account. This could potentially prevent errors
as shown in Figure 6.1. In this chapter, we propose a method to cooperatively extract
both ICA and ECA centerlines where the cost at each path considers the geometry
of the neighbor artery.

The problem of jointly extracting multiple centerlines has been addressed before in
medical imaging. In [122] a method to track the centerlines of abdominal vessels in 3D
ultrasound is presented. They use several manually annotated points at the common,
bifurcation, and at the bifurcated vessels; then the points are connected by straight
lines which start an active contour evolution (snake) leading to the centerlines. This
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Figure 6.1. Centerline detection at the carotid artery by finding two independent
minimum cost paths. The blue curves represent the manually annotated centerlines,
and the green curves are the automatically detected centerlines. The centerlines are
overlaying an MRI cross-section.

is an interesting approach and may work well if the initialization represented by the
connected straight lines is inside the artery. However in many curved vessels the
straight lines could be outside the artery. Other methods find rough segmentations of
all the vessels of interest, and subsequently a skeletonization results in the centerlines
[112]. This method may work if the segmentation is relatively accurate. However, the
segmentation of the carotid artery in MRI is difficult and generally requires elaborated
methods that use initializations based on centerlines [6, 45, 94]. Another method
is [121], which obtains a complete tree of vessel centerlines by matching appearance
models based on fitting cylindrical patterns. This is an interesting method as it is
fully automatic; however they reported errors at the bifurcation for complex shapes.

Joint extraction of several minimum cost paths has been addressed before for multiple
path planning where interaction and constraints in the paths are considered [9,13,96].
We find especially interesting the method presented in [96] where the cost of each path
is defined by the path distance to the target and a constraint around the neighbor
paths. This principle could be used to find multiple centerlines where the cost of the
paths is a combination of the traditional cost based on intensity and shape features,
and a constraint around the neighbor centerline. This should prevent the centerlines
following the same paths either at the ICA or ECA as described in Figure 6.1 leading
to more accurate centerlines at the bifurcation.

In this chapter, we use a similar approach to find carotid artery centerlines as in [96].
We define the centerlines as minimum cost paths where a constraint around the neigh-
bor path is included. The cost is defined similarly to [94]. Further we solve the min-
imum cost paths using anisotropic fast marching as in [12] to consider the inherent
anisotropic characteristics of MRI. Smoothness is also enforced by constraining the
length of the path as in [25]. To evaluate the method, we compare the automatically
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extracted centerlines to manually annotated centerlines in a data set of 161 arter-
ies. In a large data set of 3904 arteries where manually annotated centerlines are
not available, visual inspection of the results were performed in all cases where the
conventional and proposed approach yield different results.

6.2 Method

First we describe how to obtain a representative cost image using only image infor-
mation. Subsequently, we describe the anisotropic fast marching to extract minimum
cost paths. Finally, we present the cooperative centerline extraction method which
includes in the cost a constraint region derived from the likely position of the neighbor
centerline.

6.2.1 Method overview

1. Obtain cost image which is low at the center of the artery and high elsewhere.

2. From seed points at CCA, ICA, ECA, and the bifurcation, apply anisotropic
fast marching to get minimum cost paths between points.

3. As the paths may coincide after the artery bifurcation, we apply the new coop-
erative centerline extraction method to force the centerlines to follow different
paths beyond the bifurcation.

6.2.2 Cost image

In [94] the cost is defined by a combination of the inverse of a multi-scale medialness
filtering m : R3 → [0, 1] [41] and inverse of artery lumen intensity similarity s : R3 →
[0, 1] [94]. The medialness filter gives a high output at the center of circular shapes,
while the lumen intensity similarity metric is high when the intensity is similar to the
mean intensity inside a Region Of Interest (ROI) around the set of seed points. These
ROIs are spheres centered at the seed points with radius of 3.5mm for the CCA, and
2.5mm for ICA and ECA. As in [94] the cost function at voxel position x is given by:

p(x) =
1

ε+m(x)αs(x)β
, (6.1)

where ε is a small positive value to prevent singularities, and the parameters α and
β control the contribution of the medialness filter and the lumen similarity metric.
In the case of multispectral MRI, the maximum output of the medialness and the
intensity similarity terms over the different MR sequences is taken to compute p.

6.2.3 Minimum cost path using anisotropic fast marching

Given the cost image p, the minimum cost path C∗ : R → R3 between two points
is defined as the path C minimizing the total accumulated cost. In the continuous
space the total accumulated cost by the path is defined by:
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∫

C

(p(C(s)) + ω) ds =

∫

C

p̃(C(s))ds, (6.2)

where s is the arc-length parameter. As in [25] to enforce smoothness in the path, a
constant ω is added to p. By this, the maximum path curvature is inversely propor-
tional to ω [25].
To minimize Eq. 6.2, first the minimal action map U : R3 → R associated to the
starting point p0 ∈ R3 has to be defined. This minimal action map is defined as
the minimum total cost to reach each point in the map, which satisfies the Eikonal
equation represented by:

‖∇U(x)‖ = p̃(x), (6.3)

where U(p0) = 0. Subsequently, after having the minimal action map U , the minimum
cost path C∗ between p0 and the end point p1 ∈ R3 is obtained by backtracking the
vector field ∇U(x) from p1 to p0.
Fast marching [88] is a numerical method to efficiently solve Eq. 6.3 in the image
space. As the images we use are 3D anisotropic MRI images, we use the 3D anisotropic
fast marching algorithm based on [12]. Here U(x) is the solution to the quadratic
numerical approximation of Eq. 6.3 given by:

∑
i={x,y,z}

(
max{(U(x)− U(x−di)), (U(x)− U(x+di)), 0}

hi

)2

= p̃(x)2,

(6.4)

where xdi is the displacement of position x by one voxel in the i-direction, and hi is
the voxel size in dimension i. U is approximated using Eq. 6.4 starting from p0 to p1

using a front propagation. To achieve this front propagation a controlled marching
approach is used where every voxel position x is moving from three different sets:
ALIVE: point for which U has been computed and frozen; TRIAL: point for which
U has been estimated but not frozen; and FAR: point for which U is unknown. The
method starts by including p0 in ALIVE, and assigning FAR the rest of points in
the image. Then, in TRIAL are assigned the neighbor points of ALIVE belonging to
FAR. In our case we use a 6-connected neighborhood. Then, U is estimated for the
points in TRIAL. Further, in ALIVE is assigned the point in TRIAL with the lowest
value of U . These steps are iterated until p1 ∈ ALIV E.
Subsequently, the minimum cost path is obtained by backtracking ∇U(x). To make
the procedure more stable to noise, the vector field is normalized by: ∇U(x)N =
∇U(x)/‖∇U(x)‖. ∇U(x)N is set to zero in non-alive positions, then they do not affect
the tracking. This backtracking is done by approximating the differential equation:
∂C∗/∂s = −∇U(C∗)N , where C∗(0) = p1. This approximation is obtained using the
fourth order Runge-Kutta method with a step size δ resulting in the optimal path
Cp0,p1

: R → R3. In the rest of the chapter we call the resulting centerline after
applying Anisotropic Fast Marching (AFM) from p0 to p1 using cost p̃ as the result
of the function AFM : Cp0,p1

= AFM(p̃,p0,p1).



76 6 Cooperative Carotid Artery Centerline Extraction in MRI

Figure 6.2. Schematic showing the cooperative centerline extraction method. Blue
curves are the manually annotated centerlines; while black, red, and green curves are
the automatic paths at CCA, ICA, and ECA respectively. First, the automatic paths
are obtained using anisotropic fast marching, however the ICA and ECA erroneously
follow the same path after the bifurcation. To fix this, a constraint region, shown by
the purple surface, is constructed around the best path given by the red curve. Using
this constraint, a new path is computed for ECA. Subsequently, a new constraint
region is built around this new path. Then the path at ICA is computed again.
Finally, both paths at ICA and ECA do not intersect and are close to the manually
annotated ones.

6.2.4 Cooperative centerline extraction

From three seed points A, B, and C, we get two minimum cost paths on p̃ using
AFM : A → B (CA,B = AFM(p̃,A,B)) and A → C (CA,C = AFM(p̃,A,C)),
where we would like to avoid intersections at some parts of the paths.

Inspired by [96], we propose a cooperative extraction of the pathsA → B andA → C.
The idea of this new method is to add to the cost p̃ a constraint around the neighbor
centerline at the locations we do not want them to intersect, so the current path is
influenced by the position of its neighbor. Ideally, we want to avoid overlap between
the centerline and the neighbor artery; therefore the constraint region should cover
this neighboring artery.

We start including the constraint region κ ⊆ Z3 around the best path CBest ∈
{CA,B, CA,C}, as we assume this path is not going to change much its position dur-
ing the cooperative correction process. We define the best path as the one with the
lowest average cost, where the total cost is given by the minimal action map U at the
end point, which is divided by the path length to get the average cost. To constrain
the neighbor path CN to be at least a distance ρ from CBest, we include in p̃ a con-
straining region defined by a spherical dilation with radius ρ in all points of CBest

where we want to set the constraint. As we want to set the constraint after the artery
bifurcation, the constraint region κ starts after this position where the artery starts
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bifurcating. Then after defining the constrain region κ, the new cost pN is given by:

pN (x) =

{
p̃(x), if x /∈ κ
K, if x ∈ κ

, (6.5)

where K is a high constant value. Therefore, the correction of path CN is given by
C̃N = AFM(pN ,A, {B,C}).
Subsequently, a new constraint region around the corrected path C̃N is included in p̃
to correct CBest. This whole process is illustrated in Figure 6.2.

6.3 Experiments and Results

From three marked seed points at CCA, ICA, and ECA; we cooperatively extract
two paths between CCA-ICA and CCA-ECA. Here κ starts at the closest points of
the initially estimated centerlines to an extra marked point at the artery bifurcation
where the two arteries ICA and ECA separate. We call this Cooperative method from
the Common to Internal and External CCIE. We also evaluated another cooperative
approach where a centerline bifurcation point (BIF) is used as a seed point. BIF is
a shifting of the artery bifurcation point (see Section 6.3.2). Using BIF as a seed
point, we force the centerlines to pass through this point. Therefore, in this approach
we extract three paths: between CCA-BIF, and cooperatively we extract two paths
between BIF-ICA and BIF-ECA.We call this Cooperative approach between Common
to Bifurcation to Internal and External CCBIE.

We compare the cooperative centerline approaches to the traditional approach to
extract the centerlines independently. In one approach, two Separated independent
centerlines are extracted from the Common to Internal and External (SCIE). And
in other approach we use BIF as a seed point where three separated independent
centerlines are extracted (SCBIE).

6.3.1 Image Data

We used MRI of the carotid bifurcation from subjects with carotid artery plaque (at
least one artery with a maximum wall thickness ≥ 2.5mm measured in ultrasound)
from the Rotterdam study [105]. The method was initially evaluated in a data set with
manually annotated centerlines composed of 161 carotid arteries from 83 subjects.
Five arteries had to be discarded due to manual annotation errors. Further, the
method was evaluated in a data set of 3,904 arteries from 2,018 subjects where seed
points were available but no manually annotated centerlines. Several MRI sequences
were acquired: Proton Density Weighted Black-Blood MRI (BB), Proton Density
Echo Planar Imaging MRI, 3D T1-weighted gradient echo MRI, T2-weighted Echo
Planar Imaging MRI, and Phase Contrast MRI (PC). As in [94], BB and PC were
used together to get the cost image p as described in Section 6.2.2, which are the
sequences that provide a better description of the artery lumen [105]. The image
resolutions are (in-plane voxel size × Slice thickness): 0.507×0.507×0.9mm for BB,
and 0.703× 0.703× 1mm for PC.
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6.3.2 Manual annotations

Manually annotated centerlines were obtained by an expert on the BB images using
a similar annotation framework as described in [46]. Per artery, several points are an-
notated between CCA-ICA and between CCA-ECA to obtain two centerlines. These
are further up-sampled using a cubic spline interpolation of resolution equal to the
step size δ to get two higher resolution centerlines between CCA-ICA (CM

ICA) and
CCA-ECA (CM

ECA). The seed points located at CCA (xC), ECA (xE), and ICA (xI)
were obtained from the starting and end points of the manual centerlines, where xC is
the mean point between the two centerline starting points. In the experiments where
manual centerlines are not available, the three seed points were manually placed in
the BB images by an expert.

Bifurcation point:

Another point located at the artery bifurcation (xBIF ) is manually annotated. This
point is located at the gap between the two artery branches at the first slice start-
ing from CCA where these two are visible. As for SCBIE and CCBIE require the
bifurcation seed point at the centerline bifurcation, we had to shift xBIF to be inside
the vessel at the centerline bifurcation. To shift xBIF , we move it a certain distance
through the path between xC- xBIF (CxC ,xBIF

).
First, we define the estimated bifurcation xe

BIF , which serves as ground truth of the
centerline bifurcation in the images with manually annotated centerlines. This is ob-
tained as the mean point between the first positions in CM

ICA and CM
ECA starting from

xI and xE where the distance from these point positions to the neighbor centerline
is below 1mm. We define the distance D from a point x to a path C by the L2 norm
between the point and the closest point in the path:

D (x, C) = min
y∈C

‖x− y‖. (6.6)

We verified by visual inspection that the resulting xe
BIF using this approach is close

to the manual centerline bifurcation in most cases.
Subsequently, we define the path between the common point xC and the annotated
bifurcation xBIF by CxC ,xBIF

= AFM (p̃,xC ,xBIF ). Then we find the closest point
in the path to the estimated bifurcation xe

BIF . This point represents the shifted
bifurcation xs

BIF ∈ CxC ,xBIF
. The distance between xBIF and xs

BIF is the optimal
shifting using this approach. The found optimal shifting for all 161 arteries was
5.1mm± 1.6mm; therefore, we used t = 5.1mm to obtain xs

BIF in all cases.

6.3.3 Preprocessing

The BB images suffer from intensity inhomogeneity [45]. This was corrected using
N4 bias field correction [100], which is one of the most popular methods to correct
intensity non-uniformity in MRI data. We used the default parameters of the method
on the complete image as described in [100]. Further as in [94], PC images are
registered to the BB images. However, by only using an affine registration as in [94],
we observed several registrations errors that resulted in erroneous cost images p.
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We could obtain p using only one sequence, however as in [94] we also observed
that it is useful to include both BB and PC to obtain p. Therefore, instead we
used a different approach to perform the registration and include both sequences
to get p. Similar to [111], we apply a rigid then a non-rigid registration using a
registration mask. For the rigid registration, we use Euler transform, and for non-
rigid a 3D B-spline transformation with 15mm grid spacing, using in both mutual
information as similarity metric. The registration mask must cover the artery in BB.
For this a 10mm diameter circular mask obtained by dilating the centerlines with
a spherical structuring element with a radius of 5mm is used. As this mask must
roughly cover the artery, an accurate centerline is not needed. Therefore, to compute
these centerlines we get two minimum cost paths between CCA(xC)-ICA(xI) and
between CCA(xC)-ECA(xE) on a cost obtained from BB only (pBB). Then after
registering PC to BB, we obtain the combined cost p. In Figure 6.3, the registered
PC look well aligned, and the cost is low at the artery locations.

Example 1 Example 2 Example 3 Example 4

B
B

P
C

R
p

Figure 6.3. Examples of the registration and cost extraction results. BB images,
registered PC to BB using the presented approach (PCR), and cost images (p) from
three different arteries are shown. Manual centerlines overlaying the images are
depicted in red.

6.3.4 Parameter selection and Configuration

As in [94], we choose the contribution of the medialness filter and lumen intensity
similarity equal in Eq. 6.1 (α = β). We evaluated several smoothing values ω ∈
{0, 1, 2, ... 10} to get p̃, where the selected value for each artery was obtained by
leave-one-artery-out cross-validation. To make a faster computation of U and ∆U ,
the cost image p̃ is cropped in a minimum bounding box ±20 voxels in the x-y plane
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and ±3 voxels in the axial direction around the seed points. This bounding box size
was enough to cover the artery in all cases. The step size δ is set to 0.1mm, which is
significantly smaller than the voxel size.
The diameter 2×ρ of the constraint region κ is set to 3.5mm. We observed this value
was enough to cover the ICA and ECA artery lumen [56]. In CCIE and CCBIE, κ
starts at the closest point of the initially estimated centerline to the artery bifurcation
point.

6.3.5 Evaluation Metric

To compare the automatically extracted centerlines to the manually annotated cen-
terlines we compute the Hausdorff distance between centerlines. The H distance
between two centerlines CA and CB is defined as:

H(CA, CB) = max

{
max
x∈CA

D(x, CB), max
y∈CB

D(y, CA)

}
. (6.7)

For each carotid artery two centerlines are defined. Thus the Centerline Artery Dis-
tance (CAD) between automatic (CA

ICA, C
A
ECA) and manual artery centerlines (CM

ICA,
CM

ECA) is given by the maximum distance between centerlines by:

max
{
H(CM

ICA, C
A
ICA), H(CM

ECA, C
A
ECA)

}
. (6.8)

We consider a centerline detection failed if the CAD between automatic and manual
centerlines is above 3.5mm, as the mean artery radius is about this value [56].

6.3.6 Comparison with manual annotations

Initially, we observed the effect of the smoothing parameter ω in the different ap-
proaches. For each value of ω, we obtained CAD for all 161 vessels for each approach.
Median values and number of failures for each ω are shown in Figure 6.4. Better re-
sults were observed by enforcing some amount of smoothness in the centerlines. In all
ω values, the cooperative centerline extraction methods (CCBIE and CCIE) showed
better results than obtaining the centerlines independently (SCBIE and SCIE) in
number of failures. A reduction in failures was obtained by including the bifurca-
tion as an extra seed point (CCBIE Vs. CCIE and SCBIE Vs. SCIE), however this
increases the median CAD slightly.
The optimal smoothing value ω per artery and for each method was selected by leave-
one-artery-out cross-validation. From the training set of 160 arteries, we aimed to
select the value for ω that resulted in least failures; in case several ω resulted in the
same number of failures, the value resulting in the lowest mean CAD is selected. The
number of failures per method are: SCIE: 10 failures, SCBIE: 8, CCIE: 5, and CCBIE:
3. A box plot describing the CAD results is shown in Figure 6.5. Significant results
(McNemar test) for differences in the number of failures between methods is shown in
Table 6.1. CCBIE is significantly better (p < 0.05) than SCIE. Other differences are
not significant. Several centerlines examples using all methods are shown in Figure
6.6.
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Figure 6.4. Number of failures and median CAD depending on the smoothing
parameter ω for each method. SCIE is represented in blue, SCBIE green, CCIE
black, and CCBIE red.

Figure 6.5. Box plot showing the CAD errors per method.

6.3.7 Results in a large population data set

We also obtained the centerlines in a large data set from a population study composed
of 3,904 arteries from 2,018 patients. We compare the best method to extract the
centerlines independently (SCBIE) to the best method to extract them cooperatively
(CCBIE). However, for this data set we do not have manually annotated centerlines,
but only the seed points at CCA, ICA, ECA, and the bifurcation. Therefore, to
compare the two methods, we first compute CAD between the two centerlines. Then,
arteries with CAD above 3.5mm are the cases of interest. From the 3,904 arteries, we
found 42 to have CAD between SCBIE and CCBIE above 3.5mm. A visual inspection
of these 42 cases revealed that in 28 cases CCBIE is correct while SCBIE fail, 4 SCBIE
are correct while CCBIE fail, in 7 cases both fail, and in no case both are correct. One
case was discarded due to wrong seed point locations, and due to occlusion of arteries,
the centerline could not be reliably assessed in two arteries. Applying McNemar test,
we obtain that CCBIE is significantly better than SCBIE (p < 0.0001) resulting in
fewer centerline failures.
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Table 6.1. Statistical significance of differences in number of failures between meth-
ods according to McNemar’s test. p-values are shown for each method comparison
for the 161 arteries experiments described in Section 6.3.6 and for the 3,904 arteries
experiment described in Section 6.3.7 (in parenthesis).

SCIE SCBIE CCIE CCBIE

SCIE – 0.5 0.06 0.02

SCBIE – – 0.45 0.06 (0.0001)

CCIE – – – 0.5

6.4 Discussion

In this work we presented a method to better extract the carotid artery centerlines
which results in fewer failures. In this method both artery centerlines from CCA
to ICA and ECA are extracted cooperatively by integrating geometrical information
of the artery bifurcation in the cost. Inspired by [96], geometrical information is
integrated as constraint sections around the paths to prevent path intersections. We
demonstrated the presented method to be better than the traditional approach to
extract the centerlines independently.

Commonly the centerlines in the carotid artery bifurcation are extracted as two min-
imum cost paths [27, 28, 42, 94, 116], however if the cost image is not well defined
everywhere failures may arise. In this work, we showed that these inaccuracies in
the cost which may lead to centerline errors could be overcome using the presented
cooperative centerline extraction approach. Another possible solution to get better
centerlines would be to improve the cost image. In [47,94], a refined cost is generated
using the extracted centerline, where the medialness is calculated at planes sampled
perpendicular to the centerline, which may result in a better cost image. However,
this approach is likely to fail if the centerline used to reformat the image is outside the
vessel lumen. Therefore, failure cases would not be prevented using this approach.

There are other methods to jointly or cooperatively extract the centerlines based on
evolution approaches [122], skeletonization of the segmentation [112], and matching
appearance models [121]. Evolution approaches require an initialization, where if
this is outside the artery an incorrect centerline would be likely obtained, as these
methods may get stuck in a local minimum. Skeletonization of the segmentation may
work well in cases of relatively correct segmentations, however segmentation of the
carotid artery from MRI is not an easy task and most methods require a centerline as
initialization. Skeletonization of segmentations using the method presented in [103]
may be a good option, as it does not require the centerline as initialization and
presents good results. The matching appearance model based on fitting cylindrical
patterns presented in [121] is an interesting method as it is fully automatic, however
they reported failures for what they call complex cases which may be the case for
some carotid arteries. In any of these methods it is not guaranteed that the vessels
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(a) (b) (c) (d) (e) (f) (g) (h)

Figure 6.6. Examples of centerline results where failures are present. Manual
centerlines are represented in blue, SCIE in cyan, SCBIE in green, CCIE in purple,
and CCBIE red. Methods that use the bifurcation as a seed point are shown at the
top row. SCIE fails in all cases (CAD error ≥ 3.5mm); SCBIE fails in cases c-h;
CCIE fails in a, b, g; and CCBIE fails in g.

do not intersect after the bifurcation which is a common source of centerline failures,
while in the presented method we guarantee both centerlines will not follow the same
path after the bifurcation.

Another possible solution to get more accurate centerlines is applying smoothing to
the path, as the path intersection errors are often accompanied by high curvature
paths. We explored this solution in Section 6.3.6 by adding a constant ω to the cost
image similar to [25], which penalizes long paths, and therefore reduce curvature. We
proved the smoothing to be useful as fewer failures and more accurate centerlines
were obtained when applying certain level of smoothing. We also observed that high
smoothing values affected the results negatively. Even though overall the smooth-
ing improves the centerlines, still several failures were obtained in SCIE. Therefore,
smoothing only is not enough to significantly reduce centerline failures.

Using the cooperative approaches (CCIE and CCBIE) we showed better results in
terms of number of failures than using the approaches without interaction between
paths (SCIE and SCBIE). Additionally, we observed that only including the bifurca-
tion point as an extra seed point in SCBIE seemed to have already a small positive
effect in terms of number of failures compared to SCIE, this effect was not significant
in the 161 arteries set. Therefore, we think that adding the bifurcation point without
using interaction between centerlines is not sufficient to get significant improvements.
Using the cooperative centerline extraction methods, we also showed a slight reduc-
tion of number of failures by using the bifurcation as an extra seed point in CCBIE
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instead of a reference point to build the constraint regions as in CCIE. Figure 6.6
showed that the centerlines in CCIE may fail before the artery bifurcation, so adding
the extra seed point helps to prevents these failures.
However, Figure 6.4 seems to indicate that adding the bifurcation as extra seed point
also reduces the accuracy of the centerlines in non-failure cases. This can be explained
partly by the fact that the centerline bifurcation in a bifurcating structure is poorly
defined and difficult to assess manually. In addition, the annotated bifurcation point
is located at the artery bifurcation which is easy to visualize, this point had to be
shifted to be used as a seed point, which may introduce small inaccuracies in the
centerlines. Although the accuracy reduction in non-failure cases, we believe CCBIE
to be the preferred method because it results in the least number of failures.
Even though, the cooperative approach leads to fewer failures, a disadvantage is
that it requires one additional annotated point. However, we think one point is
not too much work to annotate. Additionally, there are methods to automatically
extract bifurcation points which could potentially be used in the carotid artery [80].
Therefore, we think using an extra annotated point at the bifurcation results in a
positive trade-off.
Another disadvantage of the proposed cooperative method compared to the approach
to extract the centerlines independently is the need to perform two extra minimum
cost path computations. However, algorithms with logarithmic complexity for fast
AFM computation are available [88], so the computations of extra paths should not
represent a big issue in most current processing machines.
The best method CCBIE, still resulted in three failures out of 161 arteries and 11 of
42 difficult cases in the larger study. We observed the cost images to be poorly defined
in some cases due to registration errors, and in other cases neighbor structures close
to the artery had a low cost. We think adding more constraints in the cooperative
extraction will not fix such cases. An improved registration, and cost extraction which
discriminate neighbor structures could be investigated.
The main reason to extract the carotid artery centerline is to define a ROI for further
processing such as registration [111], or to initialize a segmentation method [6,45,94],
where reducing the centerline failures is very important. If the centerlines follow a
wrong path outside the vessel, a registration or segmentation will likely fail [6, 21].
Therefore, we think the presented method to extract the centerlines is highly suitable
for further processing, as it considerably reduces the number of failures. Additionally,
this method might be applicable in other applications as neuron tracking, pulmonary
tree extraction, coronary centerlines; as this method could be easily extended to
extract more than two centerlines.

6.5 Conclusion

In conclusion, we present a simple, yet effective approach to improve centerline extrac-
tion in the carotid artery bifurcation. This method significantly reduced the number
of centerline tracking failures.



Chapter Seven

Comparison of CT and MRI for
detection and quantification of
carotid artery calcification: The

Rotterdam Study

Abstract — Carotid artery atherosclerosis is an important risk factor for stroke. As
such, quantitative imaging of carotid artery calcification, as a proxy of atherosclero-
sis, has become a cornerstone of current stroke research. Yet, population-based data
comparing the main imaging modalities (computed tomography and magnetic res-
onance imaging) for the detection and quantification of calcification remain scarce.
A total of 684 participants from the population-based Rotterdam Study underwent
both a CT-examination and an MRI-examination of the carotid artery bifurcation to
quantify the amount of carotid artery calcification (mean interscan interval: 4.9±1.2
years). We investigated the correlation between the amount of calcification measured
on CT and an MRI using Spearmans correlation coefficient, Bland-Altman plots,
and linear regression. In addition, using logistic regression modeling, we assessed
the association of CT- and MRI-based calcification volumes with a history of stroke.
We found a strong correlation between CT- and MRI-based calcification volumes
(Spearmans correlation coefficient: 0.86, p-value ≤ 0.01). Bland-Altman analyses
showed a good agreement, though CT-based calcification volumes were systemati-
cally larger. Finally, calcification volume assessed with either imaging modality was
associated with a history of stroke with similar effect estimates (odds ratio (OR)
per 1-SD increase in calcification volume: 1.52 (95%CI : 1.00; 2.30) for CT, and
1.47 (95%CI : 1.01; 2.14) for MRI. CT-based and MRI-based volumes of carotid
artery calcification are highly correlated, but MRI-based calcification is systemat-
ically smaller than those obtained with CT. Despite this difference, both provide
comparable information with regard to a history of stroke.

Based upon: Blerim Mujaj, Andres M. Arias Lorza, Arna van Engelen, Marleen de Bruijne, Oscar
H. Franco, Aad van der Lugt, Meike W. Vernooij, Daniel Bos, ”Comparison of CT and MRI for
detection and quantification of carotid artery calcification: The Rotterdam Study”, published in
Journal of Cardiovascular Magnetic Resonance, 2017.



86 7 CT and MRI on carotid artery calcification

7.1 Background

Atherosclerosis located at the bifurcation of the carotid artery is an important risk
factor for stroke [33, 57, 62, 68, 70]. As such, quantification of the severity of carotid
atherosclerosis has become an increasingly important topic in stroke research. Mul-
tiple non-invasive imaging techniques, including ultrasound, Computed Tomography
(CT), and Magnetic Resonance Imaging (MRI), are currently available to obtain mea-
sures of the extent of atherosclerosis [75]. An important advantage of CT and MRI
is that both modalities offer possibilities for detailed characterization and quantifi-
cation of the atherosclerotic plaque [39]. The mostly studied characteristic of the
atherosclerotic plaque is calcification, given that it is one of the most prominent
plaque characteristics and represents a reliable marker of the underlying plaque bur-
den [73]. For the visualization of calcification, non-contrast CT is acknowledged to
be superior to any other imaging modality [22]. Yet, thanks to rapid technological
advances, non-contrast MRI now also allows for the detection and quantification of
calcification in the atherosclerotic plaque [97] and has the major advantage over CT
that it does not involve radiation exposure. Moreover, with MRI it is possible to vi-
sualize additional plaque characteristics such as intraplaque hemorrhage or lipid-rich
necrotic core which provide unique additional information on the disease. Despite
these potential advantages of MRI, it remains unclear whether calcification volumes
obtained with MRI are comparable to those measured with CT. Against this back-
ground, we set out to quantify and compare CT-based and MRI-based carotid artery
calcification in terms of absolute volumes and with respect to the history of stroke
as a relevant clinical outcome, in participants from the population-based Rotterdam
Study.

7.2 Material And Methods

7.2.1 Setting

This study was carried out within the framework of the Rotterdam Study, a prospec-
tive population-based study among middle-aged and elderly persons [48]. Between
2003 and 2006, all participants that visited the research center were invited to undergo
Multi-Detector Computed Tomography (MDCT) to quantify vascular calcification in
multiple vessels, including the carotid artery bifurcation [74]. In total 2,524 partici-
pants were scanned.

From October 2007 onwards, carotid MRI was incorporated in the Rotterdam Study.
Between 2007 and 2012, we invited 2,666 participants to undergo an MRI examina-
tion of the carotid arteries to study atherosclerotic disease. These participants were
selected on the basis of the presence of atherosclerosis in at least one carotid artery
on ultrasound examination (defined as intima-media thickness > 2.0mm in one or
both carotid arteries), which is regularly performed in all Rotterdam Study partic-
ipants. In total 1,982 participants underwent carotid MRI. From these 1,982, 808
participants had also undergone a CT-examination. Due to image artifacts or low
image quality (n=31), or errors in the MRI registration process needed for analysis
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(n=93) 124 participants were excluded, leaving 684 participants with usable CT and
MRI data for the current study. The mean time interval between CT scan and MRI
scan was 4.9 years (standard deviation 1.2 years).

7.2.2 Assessment of CT-based calcification

We performed a non-enhanced CT-examination (16-or 64-slice MDCT Somatom Sen-
sation, Siemens, Forchheim, Germany) that reached from the aortic arch to the in-
tracranial vasculature, to visualize calcification in the extracranial carotid arteries.
The detailed information regarding the scan protocol is described elsewhere [74]. In
short, the following scan parameters were used: 16 x 0.75 mm collimation, 120 kVp,
100 effective mAs, and 0.5s rotation time, with a normalized pitch of 1. Images were
reconstructed with an effective slice width of 1 mm, a reconstruction interval of 0.5
mm, and a medium sharp convolution kernel [74]. Calcification in the extra-cranial
carotid artery was measured bilaterally within three centimeters proximal and dis-
tal of the bifurcation and was automatically quantified with dedicated commercially
available software (syngo calcium scoring, Siemens, Germany) [74]. Calcification vol-
umes in both carotid arteries were expressed in cubic millimeters (mm3) [104] (Figure
7.1).

Figure 7.1. Example of calcification in the left carotid artery bifurcation (indicated
by the red star) on CT (left image) and on MRI (middle image; PDw-FSE-BB
sequence, and right image; magnitude image of the 3D-phase contrast sequence).

7.2.3 Assessment of MRI-based calcification

MRI imaging of the carotid arteries was performed on a single 1.5-T scanner (GE
Healthcare, Milwaukee, WI, USA) with a dedicated bilateral phased-array surface
coil (Machnet, Eelde, The Netherlands). The high-resolution images were obtained
using a standardized protocol [105]. First, both carotids were identified by means of
two-dimensional (2D) time-of-flight MR angiography. Second, high-resolution MRI
sequences were planned to image the carotid bifurcations on both sides. These se-
quences consisted of four 2D sequences in the axial plane, namely a Proton Density
weighted (PDw)-Fast Spin Echo (FSE)-Black Blood (BB) sequence (in-plane resolu-
tion 130/160 x 130/128 = 0.8 x 1 cm); a PDw-FSE-BB with an increased in-plane
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resolution (in-plane resolution 130/224 x 130/160 = 0.5 x 0.8 cm); a PDw-Echo Pla-
nar Image (EPI) sequence (in-plane resolution 130/160 x 70/160 = 0.8 x 0.4 cm); and
a T2w-EPI sequence (in-plane resolution 130/160 x 70/160 = 0.8 x 0.4 cm). Addi-
tionally, we performed two 3D sequences, namely a 3D-T1w-Gradient Echo (GRE)
sequence (in-plane resolution 180/192 x 180/180 = 0.9 x 1 cm), and a 3D phased-
contrast MR angiography (in-plane resolution 180/256 x 180/128 = 0.7 x 1.4 cm).
The total scanning time was approximately 30 min [105]. Calcification was evalu-
ated bilaterally within three centimeters proximal and distal of the bifurcation [74].
All calcification measurements on MRI were performed by one trained physician un-
der the supervision of an experienced neuroradiologist. We performed an intra- and
inter-observer reproducibility analysis on a random set of 30 MRI examinations. The
intra- and inter-agreement was very good [Cohens Kappa : 0.91 (95%CI0.82− 0.99)
and 0.94 (95%CI0.86− 0.99)], respectively. We defined calcification as a hypointense
region in the plaque on all sequences. We manually annotated and segmented cal-
cification in all plaques using a standardized approach. First, we pre-processed all
images using a method that has been described extensively before [15]. This starts
with a bias correction to reduce the intensity inhomogeneity characteristic in MRI [6].
Subsequently, the carotid artery in all images was rigidly registered to the black-blood
image space using the Elastix tool [6]. For the registration of the sequences, a Region
Of Interest (ROI) around the artery in black-blood was used. This ROI was obtained
semi-automatically by uniformly growing an extracted carotid artery centerline, which
requires three marked seed points at the common, internal and external parts of the
artery [6]. Then calcification was manually delineated in every consecutive slice using
an annotation tool developed in Mevislab (MeVisLab, MeVis Medical Solutions AG).
Fourth, the total volume of calcification was calculated by counting the number of
voxels within the annotated areas and multiplying this by the voxel volume (Figure
7.1). This provided volumes of calcification in cubic millimeters.

7.2.4 Assessment of history of stroke

At study entry, all participants were interviewed and a history of stroke was assessed.
Moreover, after enrollment, all participants are continuously followed for the occur-
rence of stroke [16]. All potential stroke events were reviewed by research physicians
and verified by an experienced stroke neurologist [114]. At the time of CT scan, 38
participants had suffered a prior stroke [16].

7.2.5 Statistical analysis

Due to skewed distributions of the calcification data, we used natural log (Ln) trans-
formed values after we added 1.0 mm3 to the non-transformed data in order to deal
with calcification scores of zero (Ln (calcification volume +1.0 mm3)) [16]. Our analy-
sis strategy consisted of four steps. First, we investigated the correlation of CT-based
calcification volumes with MRI-based calcification volumes using Spearmans corre-
lation coefficient. Second, we used linear regression to assess the relation between
CT-based and MRI-based calcification volumes while adjusting for the time interval
between the scans. Given the substantial time interval between the CT and MRI
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examinations, we furthermore performed a sensitivity analysis in which we analyzed
the correlation between CT-based and MRI-based calcification volumes only for those
persons with an interval equal or less than 3 years (n = 128). We performed post-hoc
sensitivity analysis while adjusting for CT-scanner type also.

Third, we assessed the agreement between CT-based and MRI-based calcification vol-
umes using a Bland-Altman analysis. Fourth, as a proof-of-principle, we investigated
the association of CT-based and MRI-based calcification volumes (per 1-SD increase)
related with a history of stroke using logistic regression while adjusting for age, sex
and the time interval between CT and MRI, and studied whether the results were
comparable for both modalities All analyses were carried out using IBM SPSS Statis-
tics version 21 (International Business Machines Corporation, Armonk, New York).

7.3 Results

Table 7.1 shows the baseline characteristics of the study population. The mean age
of participants at the time of CT examination was 68.1 years (SD: 6.1 years). There
were 41.5% female participants. We found no calcification in 60 participants (8.8%).
There were no instances in which calcification was found on either CT or MRI and
not on the other modality. The mean Ln-transformed calcification volume for CT was
3.98 mm3 (SD: 1.86 mm3), and 2.70 mm3 (SD: 1.36 mm3) for MRI.

We found a strong correlation between CT and MRI calcification volumes (Spearmans
correlation coefficient:0.86) (Figure 7.2, supplementary table 7.1, and supplementary
table 7.2). This correlation was similar when we investigated the left and right side
separately (supplementary table 7.1). After performing linear regression with adjust-
ment for the time interval between the CT and MRI scan, the prominent relation
between CT-based and MRI-based calcification volumes remained present [beta per
1-SD increase in CT-based calcification volume: 0.65 (95% confidence interval (CI):
0.63;0.68)]. After performing the analyses in those persons with a time interval be-
tween the scans of less or equal to 3 years, the association between CT-based and
MRI-based calcification volumes was similar [beta per 1-SD increase in CT-based cal-
cification volume: 0.65 (95%CI : 0.58; 0.72)]. Adjustment for CT-scanner type did
not influence the results (data not shown).

Figure 7.3 shows the Bland-Altman plot for the relation between the absolute differ-
ences in Ln-transformed calcification volumes and the mean of the two measurements
of 1.27 mm3 (standard deviation: 0.92). We found that the CT-based calcification
volumes were consistently larger than those obtained from MRI.

When investigating the relationship between calcification and a history of stroke, we
found that both CT-based and MRI-based calcification volumes were associated with
a history of stroke [CT - odds ratio per 1-SD increase: 1.52 (95%CI : 1.00; 2.30), MRI
odds ratio per 1-SD increase: 1.47 (95%CI : 1.01; 2.14)] (Table 7.2).
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Table 7.1. Baseline characteristics of study participants. Values are means with
standard deviations for continuous variables and percentages for dichotomous or
categorical variables. * Ln-transformed volumes (Ln(calcification volume+1mm3)).
Abbreviation: CT = computed tomography, HDL = high-density lipoprotein, MRI
= magnetic resonance imaging.

Sample size 684

Woman 41.5%

Age, years at CT scan 68.8± 6.1

Age, years at MRI scan 74.2± 6.1

CT calcification volumes, mm3* 3.98± 1.87∗

MRI calcification volumes, mm3* 2.70± 1.37∗

Smoking (current) 40.2%

Systolic blood pressure (mm/Hg) 146.81± 19.46

Diastolic blood pressure (mm/Hg) 79.84± 10.85

Diabetes Mellitus 13.3%

Serum total cholesterol (mmol/L) 5.6± 0.9

HDL cholesterol (mmol/L) 1.4± 0.3

Antihypertensive medication use 37.7%

Statin medication use 31.1%

Stroke events 5.6%

7.4 Discussion

In this large population-based sample of persons with subclinical atherosclerosis, we
found that CT-based and MRI-based volumes of carotid artery calcification are highly
correlated, but MRI-based calcification is systematically smaller than those obtained
with CT. Despite this difference, both provide comparable information with regard
to a history of stroke.
We found that CT-based and MRI-based calcification volumes were highly corre-
lated. Yet, we also found that the volumes measured with MRI were systematically
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Figure 7.2. Scatter plot of Ln-transformed CT-based and MRI-based calcification
volumes, indicating a positive correlation between both detected and quantified
calcification volumes.

Table 7.2. Association of calcification volumes with stroke. Model 1 - scan time
difference. Model 2 adjusted for age, sex and scan time difference. Values represent
odd ratios with 95% CI per 1 standard deviation increase in calcification volumes.
Abbreviation: CT = computed tomography, MRI = magnetic resonance imaging.

Odds ratio (95%CI) p-value

Model 1

CT calcification volumes 1.63 (1.09-2.46) 0.01

MRI calcification volumes 1.55 (1.07-2.24) 0.01

Model 2

CT calcification volumes 1.52 (1.00-2.30) 0.04

MRI calcification volumes 1.47 (1.01-2.14) 0.04

smaller than those measured on CT. This was especially interesting in light of the
fact that the MRI was performed on average 4 years later than the CT. Given that
our scanning protocol on CT was specifically designed for the visualization of vascular
calcification combined with that CT is currently the gold standard for the assessment
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Figure 7.3. Bland-Altman plot of the difference of CT-based and MRI-based
Ln-transformed total calcification volumes, with a mean absolute difference (bold
continues line) and 95% confidence interval of mean differences (dashed lines).

calcification, it is likely that with MRI the amount of calcification is systematically
underestimated [75]. The reason for this could the differences between CT-based and
MRI-based calcification volume may be explained by differences in image analysis to
a certain extent. Additionally, differences in spatial resolution between CT and MRI
might be a potential explanation for this difference. In this light, it is important
to note that CT images were analyzed automatically using dedicated commercially
available software, while MRI images were analyzed manually for the presence and
amount of calcification. To our knowledge, there are no studies that have compared
CT and MRI on the detection and quantification of carotid artery using a non-invasive
population-based approach. Previous research performed on the comparison between
CT and MRI in 50 patients with recent TIA or minor stroke, demonstrated a correla-
tion between CT-based and MRI-based calcification volumes of the only p: 0.55 [58].
We demonstrate that with the use of dedicated MRI-multi-sequences for the detec-
tion of calcification the correlation between CT-based and MRI-based calcification
volume is substantially improved. Finally, another important topic to consider with
regard to the difference between CT and MRI is the blooming effect of calcifications
which is known to occur on CT [29]. Especially for calcifications with very high
Hounsfield units, a gradient over multiple adjacent pixels is necessary to reach a low
Hounsfield unit. This effect may lead to slight overestimation of the calcification area.
On the other hand, MRI is known to underestimate the amount of calcification, be-
cause a certain amount of calcification is required before the MR-signal disappears.
In this context, it is important to acknowledge that possible micro-calcifications in
the atherosclerotic plaque may be missed [8].
As a proof of principle, we investigated the association of CT-based and MRI-based
calcification with a history of stroke and found that both related to this outcome
with comparable effect estimates. We chose history of stroke because the relationship
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between carotid artery calcification and stroke has been well-established [15, 16, 81].
Importantly, despite the fact that MRI systematically underestimates the amount of
calcification compared to CT, we found comparable risk estimates for CT-based and
MRI-based calcification volumes with respect to a history of stroke. This suggests
that when assessing clinical outcomes, the value of MRI-based calcification is similar
to that of CT.
Our findings have implications that should be considered in the choice for MRI or
CT for the assessment of vascular calcification. First, while assessing atherosclerosis
with MRI it is directly possible to visualize other plaque characteristics in addition
to calcification, including intra-plaque hemorrhage and lipid-rich necrotic core which
provide unique additional information on the disease. Second, MRI has the major
advantage over CT that it does not involve harmful radiation exposure. Third, the
systematic underestimation of calcification on MRI may pose a problem, specifically
in situations where one is particularly interested in the exact amount of calcification.
Fourth, drawbacks of MRI, in general, are its absolute contraindications (i.e. metal
objects in the body), and the fact that MRI is more time-consuming, more expensive
and less widely available than CT. Taken together, the pros and cons of both imag-
ing modalities should be carefully considered for all research and clinical applications
involving the assessment of vascular calcification.
The strengths of our study include the relatively large sample size of community-
dwelling individuals, all with varying degrees of carotid atherosclerosis, and the stan-
dardized assessment of calcification volumes on both modalities. Yet, some limitations
should also be taken into account of which the first is the time interval between the
CT scan and the MRI scan, with a mean interval of 4.9 years. We acknowledge that
the interscan interval represents a potential limitation of the current study and that
during this interval there may have been slight changes in plaque composition. Yet,
we would like to emphasize that in all instances the CT-scan was made before the
MRI-scan and that calcification is a plaque component that generally remains present
and shows only very slow progression over time [108, 109]. Therefore, it seems un-
likely that the amount of calcification at the time of MRI would differ substantially
from that at the time of the CT. This is further supported by the fact that adjust-
ment for the time interval did not change the results; and secondly by our finding
that MRI volumes were consistently estimated somewhat smaller than CT volumes,
whereas a large influence of the time interval would induce an opposite difference.
Another potential limitation is that we used two types of MDCT scanners (16-slice
and 64-slice) to assess calcification. Yet, adjustment for scanner-type did not change
the association.

7.5 Conclusion

In summary, CT-based and MRI-based volumes of carotid artery calcification are
highly correlated, but MRI-based calcification is systematically smaller than those
obtained with CT. Despite this difference, both provide comparable information with
regard to a history of stroke.





Chapter Eight

Summary and Discussion

In this thesis we presented several (semi-)automatic image processing techniques for
analyzing the carotid artery wall and carotid artery plaque in MRI and US. The
presented methods include image segmentation, registration, centerline extraction,
and quantification. First we present a summary of the contribution of this thesis, and
then we further discuss them.

8.1 Summary

8.1.1 Segmentation

In Chapter 2 we presented a new method to segment the carotid artery wall in MRI.
Segmentation of the artery wall is an important step towards the detection and anal-
ysis of the composition of atherosclerotic plaques. The segmentation method simul-
taneously finds both the inner and outer wall borders based on a graph-cut approach
which guarantees an optimal solution. Local image information is used in the form
of directional derivatives as edge descriptors. The method also allows the integration
of multiple MRI sequences, which enables using complementary information from
the different images. We observed good inner border segmentations with 0.89 dice
overlap, and differences between automatic results and manual annotations were com-
parable to the inter-observer variability. Also the inner border volumes were highly
reproducible for scanning-re-scanning in a short time interval. For the outer border,
the segmentation results were moderate (0.86 dice), showing a lower agreement than
between observers, and lower reproducibility than for the inner border. Performance
of both inner and outer border segmentation was comparable to other recently pub-
lished carotid artery wall segmentation methods [45, 103, 110]. The advantage of the
presented method is that it requires little user interaction, three marked points in the
artery, and it segments the complete bifurcation.

In Chapter 3 we presented an extension of the method described in Chapter 2, aiming
to get more accurate segmentations. As the method presented in Chapter 2 only used
directional derivatives as local image information, this is relatively sensitive to noise
and lack of contrast in the image. Therefore some errors were obtained specially at
the outer border of the artery wall, which generally has worse contrast than the inner
border. Therefore, we extended the method presented in Chapter 2 by including more
features next to edge information. Here several descriptive features are represented
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as probability maps using a classifier, and the graph cut maximizes the probabili-
ties per region for segmentation. We demonstrated that this method is better than
the one presented in Chapter 2, resulting in good segmentations of both inner (0.88
dice) and outer border (0.92 dice) which were comparable to inter-observer agree-
ment. Additionally, the wall volumes could be determined with high reproducibility
in a scan-re-scan study.

In Chapter 4, we presented a method to segment the carotid artery lumen in 3D
US. Carotid arteries are frequently imaged with US. Lumen segmentation of US data
would enable the investigation of carotid artery geometry and the narrowing of the
vessel caused by the presence of plaque [2]. To segment the artery lumen in US,
we used a similar graph approach as described in Chapter 2 to only segment the
inner border of the wall. However, in US the borders of the arteries look more
irregular compared to MRI. Therefore, the graph segmentation approach was applied
iteratively to compensate for cases where the graph initialization is very far from
the artery border. Applying this segmentation method good results were obtained in
healthy volunteers (0.84 dice), and fair results in patients (0.67 dice).

8.1.2 MRI-US Registration

In Chapter 5, we presented a method to register arteries in MRI and US using geo-
metrical features. Centerlines and lumen segmentations were used as features. Reg-
istration was necessary to facilitate a comprehensive analysis and visualization of the
complementary information of both imaging modalities. However, current methods
to register MRI and US yield high errors when correlating intensity information or re-
quire high amount of user interaction. We used the methods described and presented
in Chapters 2 and 4 to extract the centerlines and obtain the lumen segmentations
in MRI and US respectively. The registration procedure finds a transformation that
minimizes a dissimilarity metric using these geometrical features. Good registrations
were obtained with errors in the order of the MRI and US voxel sizes (∼ 0.8mm).
Additionally, the presented method outperformed an image intensity and point based
registration approach, and registration when using only the centerlines.

8.1.3 Vessel Centerline Extraction

In Chapter 6 we presented a new method to extract the carotid artery centerlines
cooperatively. The artery centerline is important to analyze its geometry, and as an
input for segmentation and registration methods. Generally, both centerlines from
CCA to ICA and from CCA to ECA are detected separately without considering
any interaction. Applying this approach using minimum cost paths may result in
errors in cases where the cost is not well defined, so low at the center of the artery
and high elsewhere. The presented method considers the geometry of both arteries
(ICA and ECA) in a minimum cost path approach, which results in significantly less
failure cases (p < 0.0001) than the approach obtaining the centerlines without any
interaction between paths.
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8.1.4 Population Studies

In Chapter 7 we presented a comparison between the quantified calcium volumes
in CT and MRI to evaluate whether MRI can replace CT to detect and quantify
calcified plaque. As several MRI sequences are necessary for a proper plaque detection
and quantification, registration of the plaque components in the different images is
necessary. Therefore, we used a registration approach to register the different MRI
sequences to further annotate plaque calcifications. This registration approach is
similar to the one used in [111], which employs mutual information as similarity
metric in a ROI around the artery. Subsequently, the calcification volumes were
compared to those obtained with CT, which resulted in a strong correlation (r = 0.86).
Therefore, MRI could potentially be used to detect calcifications instead of using CT,
thus avoiding the use of ionizing radiation.

8.2 Discussion

This thesis contributed to better segmenting the carotid artery lumen and wall. Chap-
ters 2 and 3 presented approaches to segment the carotid artery wall in MRI, while
in Chapter 4 a segmentation method of the lumen in US is presented. All meth-
ods are based on optimal surface graph models. The approach in Chapter 2 showed
good lumen segmentations in MRI, while in Chapter 3 a good wall segmentation was
achieved. The results show that the automated measurement can approach the pre-
cision of the manual measurements. Additionally, these results were better or in line
with previous studies on similar data as [45, 103].

Lumen segmentations in US were fair in Chapter 4. However using these segmenta-
tions, good MRI-US registrations could be obtained in Chapter 5. More user inter-
action as in [51, 102], or the use of probability maps as described in Chapter 3 could
be considered to improve the lumen segmentation results.

Using the optimal surface graph method the surfaces were not always smooth, as we
were optimizing overlap without considering the smoothness of the segmented sur-
faces. A parameter tuning also targeting smoother results could help to obtain more
visually appealing segmentations.

We obtained good MRI-US registrations in Chapter 5 with an average error of
∼ 0.8mm. Using manual annotations to perform the registration resulted in a regis-
tration error of ∼ 0.4mm which suggests that improved segmentations should lead to
better registrations. However, we consider an error of ∼ 0.8mm, which is around the
voxel size, sufficient for a side-by-side visualization. Other methods such as [24,43,72]
reported higher errors, while in [91] better results were reported on a very small data
set.

The cooperative approach to extract the centerlines in MRI presented in Chapter
6 resulted in significantly fewer centerline failure cases compared to the traditional
approach to extract the centerlines separately, at the expense of an extra seed point
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at the bifurcation. We think that better segmentation and registration results should
be expected using the centerlines obtained by this method.

The limited amount of user interaction makes the methods that were developed in
this thesis suitable for large scale analysis. In [98] the artery segmentations were used
to relate wall shear stress measures to plaque regions, resulting in strong correlations.
Additionally, in Chapter 7, calcium volumes extracted from CT and MRI were com-
pared using a similar registration framework as described in Chapters 3 to register
multiple MRI sequences from the same patient at the same time point. However,
to use these methods in clinical practice, we recommend to validate the techniques
further in the setting of a multi-center, multi-vendor study, and also including highly
diseased patients.

For improving the chance of adopting in clinical research and practices, techniques
to make the methods fully automatic could be explored. To automatically detect the
seed points, methods as pixel-wise classification techniques which has been used with
success to detect the carotid artery in MRI [78], or template matching methods [64]
could be considered.

In conclusion, in this thesis we presented several (semi-)automatic tools to analyze
the carotid artery in MRI and US. Most methods present good and robust results, so
they can be used to support large scale analysis in population and clinical research
and have the potential to be used to clinical practice.
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Samenvatting

In dit proefschrift hebben we verscheidene (semi) - automatische beeldverwerking-
stechnieken voorgesteld voor het analyseren van het lumen en de vaatwand van de
halsslagader in MRI en Echografie. De gepresenteerde methoden omvatten beeld-
segmentatie, beeldregistratie, extractie van de vaat-middellijn en kwantificering van
componenten.

Segmentatie

In hoofdstuk 2 hebben we een nieuwe methode gepresenteerd om de halsslagaderwand
in MRI te segmenteren. Segmentatie van de slagaderwand is een belangrijke stap in
de detectie en de analyse van de samenstelling van een atherosclerotische plaque. De
-methode segmenteert tegelijkertijd zowel de binnen- als de buitenwandgrens op basis
van een graafsnede die een optimale oplossing garandeert. Lokale beeldinformatie in
de vorm van beeld afgeleiden wordt gebruikt. De methode maakt het ook mogelijk
meerdere MRI-sequenties te integreren, waarmee complementaire informatie uit de
verschillende afbeeldingen gebruikt kan worden. We hebben hiermee goede binnen-
wandsegmentaties en redelijke buitenwandsegmentaties verkregen. De prestatie van
zowel de binnen- als de buitenwandsegmentatie was vergelijkbaar met andere onlangs
gepubliceerde halsslagadersegmentatiemethoden. Het voordeel van de hier gepresen-
teerde methode is dat het minder gebruikersinteractie vereist, enkel drie gemarkeerde
punten in de slagader, en dat de volledige bifurcatie wordt gesegmenteerd.

In hoofdstuk 3 hebben we de methode beschreven in hoofdstuk 2 uitgebreid om nog
nauwkeurigere segmentaties te krijgen. Aangezien de methode die wordt gepresen-
teerd in hoofdstuk 2 alleen beeld afgeleiden als lokale beeldinformatie gebruikt, is
deze relatief gevoelig voor ruis en gebrek aan lokaal beeldcontrast. Dat resulteerde
in fouten specifiek bij de buitenwand van de slagaderwand, waar het contrast in het
algemeen minder is dan bij de binnenwand. De methode uit hoofdstuk 2 hebben
we daarom uitgebreid met meer beeldkenmerken dan alleen beeld afgeleiden. Deze
beschrijvende beeldkenmerken worden dan met behulp van voxel classificatie omgerek-
end naar waarschijnlijkheden per klasse. De graafsnede maximaliseert vervolgens de
waarschijnlijkheden per gebied (lumen, wand, of achtergrond) om de uiteindelijke seg-
mentatie te bepalen. We hebben aangetoond dat deze methode beter is dan die in
hoofdstuk 2, en resulteert in goede segmentaties van zowel de binnen- als de buiten-
wand.

In hoofdstuk 4 hebben we een methode gepresenteerd om het halsslagaderlumen in
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3-dimensionale echografie beelden te segmenteren. Halsslagaders worden vaak met
de echografie in beeld gebracht. Lumensegmentatie in deze echobeelden zou het
mogelijk maken de geometrie van de halsslagader en de vernauwing als gevolg van
aderverkalking te onderzoeken. Voor deze segmentatie hebben we een vergelijkbare
graafbenadering gebruikt als beschreven in hoofdstuk 2, maar dan om alleen de bin-
nenste rand van de slagader te segmenteren. In echografie zien de wanden van de
slagaders er echter onregelmatiger uit in vergelijking met MRI. De graafbenadering is
daarom iteratief toegepast zodat deze ook werkt in gevallen waar de initialisatie zeer
ver van de vaatwand ligt. Bij toepassing van deze segmentatiemethode werden goede
resultaten verkregen bij gezonde vrijwilligers, en redelijke resultaten bij patinten.

MRI-Echo Registratie

In hoofdstuk 5 hebben we een methode gepresenteerd om de halsslagader in MRI en
echografie te registreren met behulp van geometrische kenmerken. Vaat-middellijnen
en lumensegmentaties zijn gebruikt als registratiekenmerken. Registratie is nodig om
analyse en visualisatie van de complementaire informatie van beide beeldvormende
modaliteiten te vergemakkelijken. Echter, huidige methoden om MRI en echografie
beelden te registreren geven grote fouten wanneer correlatie van intensiteit wordt
gebruikt voor registratie, of vereisen een grote mate van gebruikersinteractie. We
hebben de methoden uit hoofdstukken 2 en 4 gebruikt om de vaat-midellijnen te ex-
traheren en de lumensegmentaties in respectievelijk MRI en echografie te verkrijgen.
De registratieprocedure vindt een transformatie het verschil tussen deze geometrische
kenmerken minimaliseert. Goede registraties werden verkregen met fouten in de orde
van grootte van de MRI en echografie voxelgrootte.

Vaat-midellijnextractie

In hoofdstuk 6 hebben we een nieuwe methode gepresenteerd om de twee halsslagader-
middellijnen tegelijkertijd te extraheren. De middellijn is belangrijk om de geometrie
van het bloedvat te analyseren en wordt gebruikt als input voor segmentatie- en reg-
istratiemethoden. In het algemeen worden de twee middellijnen van CCA naar ICA
en van CCA naar ECA afzonderlijk gedetecteerd. Dit, samen met het gebruik van
minimale-kosten-paden, kan leiden tot fouten als de kosten niet goed gedefinieerd
zijn. De gepresenteerde methode beschouwt de geometrie van beide slagaders (ICA
en ECA) in de minimale-kosten-padenbenadering, wat resulteert in aanzienlijk min-
der fouten dan de aanpak waarbij beide middellijnen afzonderlijk van elkaar worden
beschouwd.

Populatiestudies

In hoofdstuk 7 hebben we een vergelijking tussen de calciumvolumes gemeten in CT
en MRI gepresenteerd om te beoordelen of een MRI scan de CT-scan kan vervangen
om aderverkalking te detecteren en te kwantificeren. Aangezien verscheidene MRI-
sequenties nodig zijn voor een goede plaque-detectie en kwantificering, is het nodig
om de plaque-componenten in de verschillende beelden te registreren. Daarom hebben
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we de verschillende MRI-sequenties eerst geregistreerd om vervolgens de verkalking
te annoteren. Daarna is de hoeveelheid kalk gemeten in MRI vergeleken met de
hoeveelheid verkregen met CT, wat resulteerde in een sterke correlatie. MRI kan
daarom mogelijk gebruikt worden om calcificaties te detecteren in plaats van CT, wat
het gebruik van ioniserende straling zou vermijden.
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